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Abstract

Semi-supervised video object segmentation aims to
segment a specific object throughout a video sequence
with only the first-frame annotation. Though recent
state-of-the-art methods have achieved high accuracy,
the expensive computation cost and heavy memory us-
age are impractical for most applications. In this paper,
we propose an efficient semi-supervised video object seg-
mentation approach that processes the high-resolution
video cases at real-time speed with less memory usage.
Specifically, we encode video frames and masks indepen-
dently in the encoding stage, significantly reducing the
computation cost caused by large, repeated encoding in
previous state-of-the-art methods. On the other hand,
we use a lightweight global memory module to repre-
sent the feature extracted from all the past video frames,
which can be easily updated automatically over time. In
addition, to reduce the confusion caused by distractors,
the prediction masks of the previous frames are used to
constrain the segmentation location of the foreground,
and a channel-wise attention operation is adopted to en-
hance the representation of all foreground objects. In
the experiments, our method achieves state-of-the-art on
both the DAVIS and YouTube-VOS datasets. It has an
accuracy of 84.9% and an average single-frame segmen-

tation speed of 0.04s on the DAVIS 2017 dataset. The re-
sults demonstrate the proposed method significantly re-
duces the computation cost and memory usage for high-
resolution video cases while maintaining a competitive
accuracy compared with other recent methods.

Keywords: Video Object Segmentation, Semantic Seg-
mentation, Channel-wise Attention, Spatial Constraint.

1. Introduction

Semi-supervised Video Object Segmentation (semi-
VOS) separates all foreground objects from the background
of the entire video sequence using the ground truth of the
first frame and has provided reliable and efficient segmen-
tation algorithms for video classification [7, 30], detection
[6, 12, 19], and reconstruction [20, 32, 46]. To increase the
commercial value, VOS must be enhanced to support high-
resolution videos and provide high-quality segmentation re-
sults efficiently.

With the advancement of deep learning, semi-VOS have
made significant progress. To make the best possible use
of the information provided by ground truth, the initial-
based methods [2, 3, 9, 22, 35] use the first frame of ground
truth to complete segmentation quickly. However, the seg-
mentation performance degrades drastically when they en-
counter violent object deformation. An alternative approach
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Figure 1. (a) Comparison of memory consumption between our
method and the spatiotemporal memory methods at different res-
olutions. The memory consumption of the spatiotemporal mem-
ory methods increases exponentially with the growth of the video
memory (i.e., the past segmented frames) and image resolu-
tion.However, our method keeps a low and fixed memory usage
at various resolutions. (b) Comparison of the computation time of
our method with STM [25] for single-frame segmentation. Our
model is 50% faster than STM [25] when segmenting a single
frame.

is to use the previous segmentation result to guide the
prediction of the current frame, known as mask propaga-
tion [11,13,26,38], which is susceptible to interference from
occlusion. The recently proposed segmentation methods
based on spatiotemporal memory networks [4, 14, 25, 37]
provide high-quality results. However, they cannot operate
in real-time at high-resolution and are limited by the heavy
computational cost with the growth of video memory (i.e.
the number of past segmented frames). Fig. 1(a) compares
the memory consumption of our method and the spatiotem-
poral memory methods at different resolutions. The mem-
ory consumption of the spatiotemporal memory methods
increases exponentially of the growth of the video mem-
ory (i.e., the past segmented frames) and image resolution.
However, our method keeps a low and fixed memory usage
at various resolutions. Fig. 1(b) compares the computing
time of our method with STM [25] for single-frame seg-
mentation. Our model is 50% faster than STM [25] when
segmenting a single frame.

Designing a real-time VOS algorithm at high resolu-
tion is very challenging, and so far, excellent VOS algo-
rithms are limited to training and testing at lower reso-
lutions (480P ). Neural network training at high resolu-
tion becomes slow and consumes many computational re-
sources. We propose an efficient segmentation model called
Global Attention Module (GAM) based on the spatiotempo-
ral memory algorithm [14, 25, 29] to solve the above prob-
lem. Fig. 2 shows how we can reduce resource consump-
tion. The spatiotemporal memory approach combines and
encodes video frames with their masks to generate key-
value pairs and stores them in a memory pool in a stacked

Figure 2. Comparison between our method and the spatiotempo-
ral memory method in the feature extraction and storage stages.
Unlike storing the key-value features extracted from frames and
masks into the memory pool, we encode frames and masks sepa-
rately and aggregate the extracted information into the global fea-
ture.

manner, which is limited by the size of memory pool. Con-
sequently, the model periodically discards the information
in the memory pool, which means that not all memory
nodes participate in matching the current frame. In contrast,
we input frames and masks into two independent encoders
to obtain the frame feature F and the mask featureM . Then
we establish a correspondence between the frame and mask
features and aggregate them into a fixed-size global feature,
which updates automatically over time. The update of the
global attention module will let every memory node par-
ticipate in matching the current frame. Thus our method
ensures that the global feature module learns enough valid
information while reducing the memory usage and the com-
putation during feature matching.

Thanks to the above operations, as shown in Fig. 1, we
can maintain low memory usage in high-resolution videos
and achieve segmentation speeds of 25 FPS and excellent
segmentation results on 2K videos with only a modern
GPU compared to the spatiotemporal memory algorithm.
To further improve the segmentation performance of the
model and mitigate the mis-segmentation problem caused
by distractors, we introduce a Channel-wise Attention Mod-
ule (CAM, Fig. 5) in the matching process, which enhances



the representation of all foreground objects. We also use the
Mask Embedding Module (MEM, Fig. 6), which spatially
constrains the segmentation range of the current frame us-
ing the segmentation masks of the previous frames and their
position encoding, which significantly reduces the distract-
ing problem.

In summary, our contributions are as follows.
1. Our model reduces memory consumption by 50%

compared to temporal memory algorithms when segment-
ing a single frame.

2. Our method also maintains real-time computation
when dealing with high-resolution and long video se-
quences.

3. Using the channel attention module and mask em-
bedding module, the former enhances the representation of
foreground objects, and the latter spatially constrains the
segmentation range of foreground objects.

2. Related Works

2.1. Traditional Methods

The initial-based methods [2, 3, 9, 22, 35] rely on the
ground truth provided by the first frame for fine-tuning,
which requires establishing a powerful pixel-level deep
learning model to achieve fast and efficient segmentation
of frames. OSVOS [2] is representative of this type of al-
gorithm. He processes each frame independently and does
not impose constraints on timing or space. Its advantage is
that the segmentation speed is swift. Unfortunately, its seg-
mentation accuracy is not optimal and is susceptible to the
interference of similar objects. OnAVOS [35] and OSVOS-
S [22] introduce the concept of online learning based on
OSVOS [2]. PML [3] processes each frame through a sin-
gle forward path and nearest neighbor search embedded in
the network. VidMatch [9] proposed the concept of a simi-
larity map, which provides strong interpretability for target
segmentation and ideas for subsequent algorithms. Many
initial-based methods require online training, so the model
consumes many resources in fine-tuning, which seriously
drags down the calculation speed and makes it difficult for
the algorithm to balance calculation time and accuracy.

When segmenting the current frame based on the prop-
agation methods [11, 13, 26, 38], the mask that has com-
pleted the pixel-level annotation of the previous frame is
introduced, and the output of the previous frame is directed
to the target in the current frame. MaskTrack [26] is a rep-
resentative algorithm that considers the timing information
of the video. MaskTrack [26] uses the rough mask gener-
ated in the previous frame and sends it to the training net-
work to obtain the estimate of the current frame. Since there
will be no large displacement between two adjacent frames,
such rough results will produce a reasonable estimate. Lu-
cid [11] introduces the concept of data augmentation, which

increases the training data by rotating and cropping the im-
age to avoid model overfitting. Joint-task [13] and learning-
correspondence [38] use KNN [47] to learn correspondence
from periodic consistency of time.

2.2. Spatiotemporal Memory Methods

The spatiotemporal memory methods [4, 14, 18, 25, 29,
37,41,48] consist of two steps. First, in the time dimension,
the algorithm saves the features extracted from all mem-
ory nodes in the memory pool. Second, in the spatial di-
mension, the algorithm uses the rich features in the mem-
ory pool and the local features extracted from the current
frame to perform pixel-level matching to determine whether
each pixel belongs to the foreground or background ele-
ment. STM [25] is a pioneering algorithm in this field. Al-
though STM [25] has excellent segmentation performance,
it suffers from a huge computational resource overhead. If
it saves the information from all memory nodes, the mem-
ory pool will increase, eventually leading to memory over-
flow. Therefore, STM [25] will periodically discard the
previously learned feature information, contrary to the al-
gorithm’s original intention.

There are many improved algorithms based on spa-
tiotemporal memory methods [4,14,29,37,41,45,48]. In or-
der to improve the segmentation speed, GC [14] transforms
the memory pool into a fixed-size global matrix, which
solves the problem of memory overflow and improves the
segmentation speed. The core of Swiftnet [37] is to re-
duce the spatial and temporal redundancy of video segmen-
tation through pixel-adaptive memory. In the temporal di-
mension, pixel-adaptive memory triggers a memory update
when the target changes between frames. Spatially, pixel-
adaptive memory selectively performs memory updates and
matchings only on dynamic pixels, ignoring static pixels.
This feature significantly reduces redundant computation
on segmentation-independent pixels. STCN [4] can directly
obtain the correspondence between frames without repeat-
edly encoding the mask features of each target object. To al-
leviate the interference of similar objects, RMNet [41] uses
the optical flow [31,44] to constrain the segmentation range
of the current frame to reduce the interference of distrac-
tors. KMN [29] performs not only local matching from the
memory pool to the current frame but also performs global
matching from the current frame to the memory pool. This
strategy dramatically alleviates the interference of similar
objects. SCM [48] uses the segmentation mask of the previ-
ous frame to constrain the segmentation range of the current
frame spatially. LCM [8] and BMVOS [5] use the predic-
tion mask of the previous frame and the ground truth of the
first frame to learn the object position information and re-
duce the accumulated error in the segmentation process.

In order to improve the slow operation speed of the spa-
tiotemporal memory methods [5, 8, 25, 29, 48, 48], in the



Figure 3. Pipeline containing three modules. Past frames and masks are input into the network for encoding and aggregated into global
features in the global attention module, which updates automatically over time. The encoder also generates local features from the current
frame. We match the global features with the local features to get the distributed attention vectors, then pass the attention vectors to
the channel attention module, whose result feeds to the decoder along with the result of the mask embedding module to produce the
segmentation result for the frame.

encoding stage, we independently encode the video frame
and the mask, which significantly reduces the resource con-
sumption caused by the repeated calculation of mask fea-
tures in multi-target scenarios. At the same time, we use a
lightweight fixed-size global feature module to save the fea-
ture information extracted from all memory nodes, which
is updates automatically over time. Due to the high redun-
dancy of videos, our model maintains the real-time segmen-
tation speed with little loss in the accuracy of the results. To
optimize the segmentation performance and reduce the in-
terference of similar objects, we feed the matching results
of the current frame into the channel attention module to
enhance the representation of all foreground objects. At the
same time, the prediction masks of the previous frames con-
strain the spatial segmentation range of foreground objects.

To sum up, the essence of the spatiotemporal memory
algorithm [4, 14, 25, 29, 37, 41, 48] is to use the information
learned from all past nodes to match the current frame. Our
approach inherits this advantage and dramatically improves
the segmentation speed, which can segment high-resolution
videos in real time.

3. Methods

3.1. Overview

Fig. 3 shows our general framework, which consists of
three modules. The first one is the Global Attention Mod-

Figure 4. Attention distribution. We match the local features ex-
tracted from the current frame with the global features extracted
from the past nodes and output them as distributed attention vec-
tors.

ule (GAM). For the memory nodes (including the ground
truth of the first frame), we input frames and masks into
two independent encoders to get the frame features FT and
mask features MT . Then we establish the correspondence
between FT and MT and aggregate them to get global fea-
tures, which update automatically over time. We input
the current frame into the frame encoder to get the local
features. Then the global features and local features are
subjected to the attention matching operation to obtain the
attention distribution features, which will be input to the
Channel-wise Attention Module (CAM). The result of this
process is input to the decoder. At the same time, we input



Figure 5. (a) Schematic diagram of the channel-wise attention module. Distributed attention vectors as input, fin. The channel-wise
attention map is calculated from fin, representing the channel’s inner relationship. Finally, the channel attention map is matched with fin
to reassign the weights of each channel.(b) Resulting diagram of the channel-wise attention module.

the history mask of previous frames and its position encod-
ing into the Mask Embedding Module (MEM), and put the
result of this module into the decoder. Finally, the decoder
calculates the segmentation prediction of the current frame.

3.2. Global Attention Module

3.2.1 Spatiotemporal Memory Methods Versus Ours

The spatiotemporal memory approach brings a series of
SOTA solutions for VOS. In the memory node, as Fig. 4
shows, it inputs the frame and mask into the memory en-
coder to get FT ∈ RHW×C , MT ∈ RHW×C It inputs the
current frame into the query encoder to getQR ∈ RHW×C ,
where H , W , and C represent the length, width, and the
number of channels of the input image, respectively. The
Ky and Vl extracted from the memory node are combined
by concatenating as the number of frames advances to form
KM

Y ∈ RTHW×C , and VM
l ∈ RTHW×C , where T repre-

sents the number of frames. The memory consumption and
computation speed of the model are sensitive to the change
of T . At this point, the spatiotemporal memory methods
will have to discard some memory nodes to ensure that the
memory will not overflow, so not all memory nodes partic-
ipate in the current frame segmentation, which is inconsis-
tent with the intent of the algorithm.

In contrast, our approach encodes frames and masks sep-
arately and inputs frame features FT and mask featuresMT

into a global module of fixed size. Our updating algorithm
allows all memory nodes to update the current frame. Thus,
our algorithm has a representational power similar to the
spatiotemporal memory approach while maintaining effi-
cient computation.

3.2.2 Feature Extraction and Reuse

For the memory node, we input the frame into the ResNet-
50-based frame encoder. As Fig. 4 shows, and we define
the frame feature as FT ∈ RHW×C . Then we input FT

and mask into the ResNet-18-based mask encoder, we de-
fine the mask feature as MT ∈ RHW×C .The model only
needs to encode the video frames once. This scheme sig-
nificantly reduces the resource consumption caused by re-
peated computation of mask features. At the same time, we
experimentally demonstrate that the masks do not require
deep neural networks to extract enough valid information,
so we use the lightweight ResNet-18 as the mask encoder.
These initiatives significantly reduce the computational re-
quirements of the model.

For the current frame, we define the output of the frame
encoder as LF ∈ RH×W×CN . The output of value encoder
is VL ∈ RH×W×CM . Since all video frames use the same
encoder, each frame only needs to be encoded once dur-
ing the propagation process. After the query operation, the
”query frame feature” can be reused as the ”memory frame
feature” to reduce the computational redundancy.

3.2.3 Global Features Aggregation and Update

GAM establishes a relationship between frame features FT

and mask features MT . Then aggregating FT and MT into
a fixed-size global feature GT , which can be regarded as
CM (CN ) single-channel feature maps, and then treat them
as weight matrices associated with a vector of key-value
pairs. The aggregation formula is

AT = (FE(I))
TME(FT ,M), (1)

where AT denotes the global features at time T , FE and
ME are frame encoder and mask encoder respectively, I
andM are input frame and mask respectively, and FT is the
frame features of this frame. We then include the resulting
information in FT in the global context matrix. Since the
global features have fixed sizes, we do so without additional
resources. The update for the global context module is as
follows:

GT =
1

T
AT +

T − 1

T
GT−1, (2)



Figure 6. (a) Schematic diagram of the mask embedding module. By providing multiple historic masks simultaneously, the model obtains
the position-based coarse prediction for the current frame’s target location. (b) Resulting diagram of the mask embedding module.

where GT denotes the global attention feature. The weights
ensure each Ap for 1 ≤ p ≤ T contributes equally to GT .

3.2.4 Attention Distribution

We match the local information extracted from the current
frame to the global information, which we call context dis-
tribution. In this process, we multiply the local features
with size H ×W ×CN by global features which have size
CM × CN to get a matrix of size H ×W × CM , and then
concatenate the matrix with the value produced by the cur-
rent frame to get the output of GAM. This may be written:

DT = LFGT−1, (3)

where DT represents the distributed global features for
frame T . We regard the local featureLF as a set of weighted
weights for the global feature GT−1. Since the global fea-
ture GT−1 has aggregated the area of interest for LF of the
current frame, the weight of the global feature is calculated
by Eqn. 3 as the distributed context information correspond-
ing to the current frame. Finally, we sum DT and the atten-
tion vectors of the current frame at the pixel level to get
the final output of GAM. GAM summarizes the areas of se-
mantic interest in the query position of the current frame for
context features in past frames.

Interestingly, our method can maintain excellent seg-
mentation performance while notably reducing computa-
tional resources and shortening segmentation time. The
global features store the global summaries of all histori-
cal nodes with similar semantic information. i.e., when a
pixel is interested in a foreground object, the weight of the
foreground object will be continuously strengthened in the
historical nodes. In this way, when we add the weight of
the local feature to the global feature, we can confirm the
target to be queried. Benefiting from the above operations,
our method and the spatiotemporal memory methods have
similar representational power.

3.3. Channel-wise Attention Module

The output of GAM fout ∈ RH×W×CM can complete
the segmentation of the current frame admirably. Due to the
high redundancy of video information, fout contains much
irrelevant information. Directly inputting fout into the de-
coder may cause the irrelevant information to be amplified
and the valuable information to be suppressed. Therefore,
to further strengthen the representation of foreground pixels
and obtain more valuable and helpful feature information,
we adopt a channel-wise attention module. The module de-
tails appear in Fig. 5(a), and the input of the module is the
output of the GAM, fin ∈ RH×W×CM . To calculate the in-
terdependencies between channels, fin is reshaped into two
feature matrices, f1 ∈ CM×N and f2 ∈ N×CM , whereN
means H ×W . Then we calculate the channel-wise feature
map of fin by:

R = f1f2, (4)

R′(i, j) =
exp(R(i, j))∑N
i=1 exp(R(i, j))

(5)

where R(i, j) denotes the relationship between ith chan-
nel and jth channel of fin. Then we matrix multiply the
channel-wise attention map with the reconstructed features
f2. This process redistributes the attention weights between
the channels of fin, which is expressed by the formula:

fR = finR
′ (6)

Where fR ∈ RN×CM represents the input features after
redistribution of attention,then we reshape fR to the size of
RH×W×CM , and sum it to fin at the pixel level. Finally, the
output of CAM is obtained, which is expressed as:

fout = αfR + fin (7)

where α ≥ 0 is a learned parameter. Visualizations of the
output feature map of the CAM appear in Fig. 5(b). We can
see that all foreground pixels are enhanced. As shown in



Figure 7. (a) Comparison of three training strategies. (b) Accuracy variation curves of our method under three different training strategies.
(c) Comparison of computing time, single-object accuracy, and multi-object accuracy of our method and other SOTA VOS algorithms.
The horizontal coordinate represents frames per second. The vertical coordinate represents each model’s accuracy under the single-object
dataset. The bubble size represents the accuracy of each model under the multi-model dataset. The more significant the bubble indicates
greater progress.

columns 1 and 2, the pixels of the car are enhanced in our
CAM visualization. The surfing graph shown in columns 3
and 4 has enhanced representations of the surfer, the surf-
board, and the rope in hand.

3.4. Mask Embedding Module

Although GAM has achieved an excellent segmentation
effect, since GAM belongs to global matching and is wholly
based on visual information, it cannot cope well with the
interference of distractors. When there are multiple similar
objects in the same frame, GAM cannot accurately distin-
guish who is the main object. At this point, we need an ex-
cellent constraint module to deal with the above problems.
Generally, since the spatial position of the target object is
close between adjacent frames, the constraint module uses
the segmentation mask of the previous frame as a spatial
constraint of the current frame. In order to enhance the ro-
bustness of this module and better cope with the violent de-
formation or fast motion of objects in a short time, we adopt
a mask embedding module, and MEM takes the prediction
masks of the previous frames and their corresponding po-
sition information as input, which is expressed by the for-
mula:

Ei−3 ⊕ Ei−2 ⊕ Ei−1 ⊕ P (8)

where Ei denotes estimated mask of previous frame, P is
position information and ⊕ indicates concatenation along
channel dimension. The details of the mask embedding
module appear in Fig. 6(a), we utilize the segmentation
masks Ei of previous frames as a spatial constraint for the
current segmentation, Ei ∈ R2×H×W . This operation in-
tegrates an coarse spatial position of the target object in the
previous frames. At the same time, we also use three differ-
ent scales of position information P , P ∈ R3×H×W , to pro-

vide more convincing results, where the three dimensions
represent the width, height, and the distance from the center
point, respectively. Using the coordinate information can
help the model understand the object’s spatial position. We
concatenate Ei and P into four convolutional layers with
ReLU activation functions. Finally, we obtain the features
with the spatial information of the target, and we then input
the embedded features into the decoder. For the decoder,
we use the same structure as STM [25]. Fig. 6(b) shows
the intermediate result of MEM. The module limits the seg-
mentation area to the vicinity of the motion range of the
target object in the previous few frames, which well avoids
the interference of distractors.

4. Experiments

We used DAVIS 2016 as a single-target dataset and
DAVIS 2017 and YouTube-VOS as a multi-target datasets.
We scaled up the DAVIS 2017 dataset from 480p resolution
to 1080p and 2k resolution to test the model’s effectiveness
when dealing with complex video types (multi-target, high
resolution, high frame rate). We refer to these two scaled-up
datasets as DAVIS-1080p and DAVIS-2K. Evaluation met-
rics used for object segmentation are average region simi-
larity (J mean), average contour accuracy (F mean), and
the average of the two (J&F mean). Fig. 7(c) shows that
the horizontal coordinate represents frames per second. The
vertical coordinate represents each model’s accuracy under
the single-object dataset. The bubble size represents the ac-
curacy of each model under the multi-model dataset. The
more significant the bubble indicates greater progress. Our
method is at SOTA level in different segmentation scenarios
while maintaining real-time speed.



Figure 8. Results with those from STM [25], BMVOS [5], JOINT [23] and RANet [39]. It can be seen that compared with other methods,
our method is very accurate for the boundary segmentation of the target and is not easily affected by distractors.

Table 1. Accuracy of Models with and without Channel Attention
Module (CAM).

Variant J (%) F(%) J&F(%) Time (s)
CAM 82.4 87.4 84.9 0.04

W/O CAM 80.4 85.3 83.3 0.04

Table 2. Accuracy of Models with and without Mask Embedding
Module(MEM).

Variant J (%) F(%) J&F(%) Time (s)
MEM 82.4 87.4 84.9 0.04

W/O MEM 80.2 82.5 81.3 0.04

4.1. Datasets

The DAVIS 2016 & 2017 [27,28] datasets are pixel-level
VOS datasets. Their annotations are binary annotations that
only distinguish between the front and back views, includ-
ing camera shake, high-speed motion, and other complex
application scenarios. DAVIS 2016 is a single target dataset
with 30 training sets and 20 validation sets, including por-
traits, animals, and natural landscapes. DAVIS 2017 is a
multi-objective dataset with 150 datasets.

The YouTube-VOS 2018 dataset [42] is the largest video

target segmentation dataset yet, containing 4453 video clips
and 94 object classifications. This dataset can validate the
model’s segmentation performance for multiple types of tar-
gets.

4.2. Implementation Details

Our model is trained on a 12GB 2080Ti GPU using the
Adam optimization function and PyTorch as the program-
ming language.

Fig. 7(a) shows our training process, starting with pre-
training of the model video segmentation on the image
dataset, followed by the main training on the video dataset.

4.2.1 Pre-training on Image Datasets

Training with a static image database compensates for the
lack of frames in the video database, and avoids over-fitting
caused by a lack of training data. This method assumes no
temporal relationship between images, and uses static pic-
ture datasets to train the video object segmentation models.
Previous works used static images to train their networks,
and we took a similar approach. The specific implemen-
tation applies random affine transformations [26] to various



Table 3. Comparison using DAVIS 2016 and DAVIS 2017 validation sets. Results for online (OL) and non-online methods are sorted by
J&F mean. The three best scores are indicated in red, blue and yellow, respectively (same for other tables).

DAVIS-2016 DAVIS-2017
Method OL Frames/Second J&F J Mean F Mean J&F J Mean F Mean
OSVOS [2] X 0.14 80.2 79.8 80.6 60.3 56.6 63.9
CINM [1] X <0.03 84.2 83.4 85.0 70.6 67.2 74.0
OnAVOS [35] X 0.07 85.5 86.1 84.9 65.4 61.6 69.1
OSVOS-S [22] X 0.22 86.6 85.6 87.5 - - -
PReMVOS [21] X <0.03 86.8 84.9 88.6 77.8 73.9 81.8
GEM [15] - 64.6 69.6 59.6 - - -
OSMN [43] 7.69 73.5 74.0 72.9 54.8 52.5 57.1
PML [3] 3.57 77.4 75.5 79.3 - - -
VidMatch [9] 3.12 - 81.0 - - 56.5 -
FEELVOS [34] 2 81.7 80.3 83.1 69.1 65.9 72.3
RGMP [24] 7.69 81.8 81.5 82.0 66.7 64.8 68.6
AGAME [10] 14.28 81.9 81.5 82.2 70.0 67.2 72.7
BMVOS [5] 50 82.2 82.9 81.4 72.7 70.7 74.7
RANet [39] 7.69 85.5 85.5 85.4 65.7 63.2 68.2
STM [25] 6.66 86.5 84.8 88.1 71.6 69.2 74.0
GC [14] 30 86.6 87.6 85.7 71.4 69.3 73.5
STCN [4] 20 91.6 90.8 92.5 85.4 82.2 88.6
OURS 28 90.2 91.0 89.4 84.9 82.4 87.4

Table 4. Comparison using the YouTube-VOS validation set.
Method Overall J seen J unseen F seen F unseen
RVOS [33] 56.8 63.6 45.5 67.2 51.0
OSVOS [2] 58.8 59.8 54.2 60.5 60.7
VSBMM [40] 64.5 70.0 62.5 66.2 59.3
PReMVOS [21] 66.9 71.4 56.5 75.9 63.7
AGAME [10] 66.1 67.8 60.8 - -
BoLTVOS [36] 71.1 71.6 64.3 - -
AGSS [16] 71.3 71.3 65.5 76.2 73.1
GC [14] 73.2 72.6 68.9 75.6 75.7
BMVOS [5] 73.9 73.5 68.5 77.4 76.0
STM [25] 79.4 79.7 72.8 84.2 80.9
JOINT [23] 81.5 85.9 78.7 86.5 83.1
STCN [4] 83.0 81.9 86.5 77.9 85.7
OURS 82.0 83.2 78.3 80.6 85.9

images. A video sequence composed of three frames is gen-
erated and used to train our network, making our network
more robust and easier to adapt to different segmentation
targets. We pre-trained our model on the CoCo dataset [17].

4.2.2 Main Training on Video Datasets

We use DAVIS 2016 [27], DAVIS 2017 [28], and YouTube-
VOS 2018 [42] datasets for the main training to allow the
model to learn real-world video data. The video datasets
make up for the incoherence between pictures in the im-
age dataset, allowing the model to learn the timing infor-
mation in the video. Meanwhile, the diversity of video ob-
jects also enhances the robustness of the model. Thanks to

the low memory usage of the model, we randomly take ten
frames from the same video and feed them into the model
in chronological order for training. This allows our model
to learn as much information about the spatial variation of
objects in continuous time as possible. Some frames are
randomly skipped in the extraction of video frames. The
range of skipped frames should not be too large, so that the
MEM can be trained to the greatest extent. We set the skip
range from 0 to 10.

4.2.3 Other Training Details

We randomly clipped input frames to a size of 384 × 384.
We used the Adam optimizer with a fixed learning rate of



Figure 9. Further results from our method using the DAVIS 2017 validation set. It shows that on single object (rows 1, 3), the segmentation
of the target is very accurate. On multi-target objects (rows 2, 4, 5), our method has good anti-interference ability and is not easily affected
by the distractors.

10−5. We froze the batch normalization layer during train-
ing. The mini-batch size was 4. Both pre-training and main-
training used random affine transformations. The sampling
intervals increased by 5 after every 20 epochs for DAVIS
and YouTube-VOS.

4.3. Running Time Analysis

We compare the spatiotemporal memory methods with
our method in terms of single-frame running time, using
DAVIS 2017 as the test dataset, and the results appear in
Fig. 1(b). Our method consumes 50% fewer resources in
single-frame segmentation, and the running time is twice
as fast compared to the spatiotemporal memory method.
Thanks to our lightweight feature extraction network, the
computational resources are reduced in the encoding phase.
Furthermore, our global module alleviates the tight memory
occupation in the matching phase.

4.4. Ablation Study

We performed ablation experiments using the DAVIS
2017 dataset to see how each module of our network con-
tributes to the final results.

4.4.1 Pre-training and Main Training

Fig. 7(a) shows three training methods, the first one is to
train with images only, the second one is to train with video
datasets only, and the last one is the combination of pre-
training and main training method we used. Fig. 7(b) shows
the training accuracy curves for the three methods. The in-
triguing finding is that the accuracy of the model trained
with only images is higher than that trained with only video
sets, which illustrates the importance of the dataset size in
the training process. These experiments show that the rich
static image resources used in pre-training can help enhance
our network’s robustness, so we use both pre-training and
main-training strategies for the model to achieve the best
results.

4.4.2 Channel-wise Attention Module

Channel-wise attention reassigns the weights of all chan-
nels to enhance the feature representation of all foreground
objects. We tested the accuracy performance with and with-
out adding this module to the DAVIS 2017 dataset sepa-
rately, and the results appear in Table 1. With the help of
the channel attention module, The J mean and F mean are
improved by 2.0% and 2.1%



Figure 10. Imperfect segmentation results. Some imperfect segmentation results under extreme conditions. Generally our framework
provides very good segmentation results even with occlusion, distractors, and complex object appearance.

4.4.3 Mask Embedding Module

The mask embedding module reduces the mismatching of
target objects with a similar appearance. A comparison was
performed with and without the module using the DAVIS
2017 dataset. It shows that the module can significantly
prevent mismatching yet has little effect on computational
efficiency, as shown in Table 2. In a multi-object video set,
the target is more susceptible to interference from similar
objects, and the improvement provided by the mask embed-
ding becomes very obvious. When using the mask embed-
ding module, J and F improve by 2.2% and 4.9%, respec-
tively, while mask embedding does not affect speed. As
Fig. 5 shows, the mask embedding module uses previous
frames and their position encoding to help segment the cur-
rent frame, which significantly reduces mismatching.

4.5. Comparisons to State-of-the-Art Methods

4.5.1 DAVIS 2016 (Single Object)

We compared our method with other SOTA techniques on
the DAVIS 2016 benchmark, with single-object videos. in-
cluding STM [25], STCN [4], RANet [39], and other recent
methods. The results appear in Table 3, and ours has out-
standing segmentation results while maintaining the real-
time segmentation speed (0.04s/frame), with an average
accuracy of 90.2%. Compared with STM [25], the single-
frame segmentation speed is twice as fast, the average video
segmentation speed is three times faster, and the J mean is
6.2% higher than STM [25].

The second column of Fig. 8 (break-dance) compares
our segmentation performance with other methods on the

DAVIS 2016 dataset. Due to the complexity of the scene,
we can see that there are many distractors around the dancer.
Both BMVOS [5] and RANet [39] treat some specta-
tors as segmentation subjects, leading to mis-segmentation.
Thanks to our mask embedding module, our model focuses
on the target dancer and achieves a good segmentation ef-
fect. JOINT [23] and STM [25] methods are not affected by
distractors in this scene. However, this is a case of imper-
fect segmentation accuracy, and these two methods do not
segment the target completely.

Fig. 7(c) visualizes the comparison between our method
and other methods in speed and accuracy. The horizontal
coordinates represent FPS, and the vertical coordinates rep-
resent the accuracy under DAVIS 2016. It shows that we
have achieved a satisfactory balance in speed and segmen-
tation performance.

4.5.2 DAVIS 2017 (Multiple Object)

We compare with other SOTA methods on the DAVIS 2017
dataset, and the results appear in Table 3. Multi-object sce-
narios are more challenging than single-target scenarios,
our segmentation performance is very close to STCN [4],
and our method is 20% faster than STCN [4] in the dataset
at 480p resolution on average. We achieved an average ac-
curacy of 84.9%. the J mean and J mean are 13.2% and
13.4% higher than STM [25] respectively.

Fig. 8 compares our result plot with other methods.
In the first column (Bike-packing), the surrounding envi-
ronment of the target is more complex. Both BMVOS [5]
and STM [25] have mismatches, and RANet [39] has in-



complete segmentation. Our method accurately segmented
bike and people. The third column (Dogs-jump) shows the
segmentation performance when similar objects exist, and
there are two similar dogs in the scene. BMVOS [5] and
RANet [39] are not good at identifying similar objects, our
model gives convincing results thanks to the robustness of
the model. Fig. 9 shows additional results from our method
using the DAVIS 2017 validation set.

Fig. 7(c) shows that the horizontal coordinate represents
frames per second. The vertical coordinate represents each
model’s accuracy under the single-object dataset. The bub-
ble size represents the accuracy of each model under the
multi-model dataset. The more significant the bubble in-
dicates greater progress. While our method guarantees the
speed and accuracy of single-object segmentation, the accu-
racy of multi-object segmentation is also satisfactory.

4.5.3 YouTube-VOS

One of the features of the YouTube-VOS dataset is that there
are some unseen targets in the validation set. Table 4 com-
pares several methods using this dataset. STM [25] again
achieved high scores in this test. Our framework notably
improves upon STM [25] and achieves high scores on seen
and unseen object segmentation.

4.6. Limitations

However, our method still has room for improvement,
and Fig. 10 shows some of our imperfect results. When the
shape of the target object changes drastically (see row 1,
columns 4, 5), the model cannot identify the boundaries of
adjacent objects well. Since our method is based on visual
information, the model cannot segment the boundaries of
objects very well when the target object and the surrounding
environment are very similar, such as the transparent fins of
goldfish (see row 2, columns 2, 4, 5). As the mask embed-
ding module uses the segmentation masks of the previous
frames as the spatial constraints of the current segmenta-
tion, when the target object does not appear in the picture
for a long time (see row 3, columns 4), the module cannot
handle it well This situation. Thanks to the robustness of
the model, this situation is generally corrected right away
(see row 3, columns 5). When multiple similar objects ap-
pear in the same frame for a long time (see row 4, columns
4, 5), mis-segmentation may also occur.

To sum up, our model has some imperfect segmentation
results under extreme conditions. Overall, our model can
provides impressive segmentation results in the vast major-
ity of cases, even with occlusion, distractors, and complex
object appearance. Our network also achieves an excellent
balance between accuracy and speed.

5. Conclusion

We design a real-time high-resolution video object seg-
mentation model, which achieves fast feature extraction and
matching by a modified global module. Moreover, the algo-
rithm enhances the representational display of foreground
objects by the channel attention module and finally elimi-
nates the effect of confusing objects by the mask embed-
ding module. Our model saves 50% computational resource
consumption on single-frame segmentation compared to the
temporal memory algorithm. It can achieve a segmentation
speed of 25fps on 2K videos and has SOTA performance
on standard datasets. We hope it will serve as a vital cor-
nerstone for future efficient video target segmentation algo-
rithms.
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