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Abstract. The current mainstream object detection methods usually
tend to implement on datasets where the categories remain balanced, and
have made great progress. However, in the presence of long-tail distribu-
tion, the performance is still unsatisfactory. Long-tail data distribution
means that a few head classes occupy most of the data, while most of the
tail classes are not representative, and tail classes are excessive negatively
suppressed during training. Existing methods mainly consider suppres-
sion from negative samples of the tail classes to improve the detection
performance of the tail classes, while ignoring suppression from correct
background prediction. In this paper, we propose a new Foreground and
Background Separate Adaptive Equilibrium Gradients Loss for Long-
Tail Object Detection (FBS-AEGL) to deal with the problem mentioned
above. Firstly, we introduce the numerical factor among categories to
weight different classes, then adaptively leverage the suppression of head
classes according to the logit value of the network output. Meanwhile,
dynamically adjusting the suppression gradient of the background classes
to protect the head and common classes while improving the detection
performance of the tail classes. We conduct comprehensive experiments
on the challenging LVIS benchmark. FBS-AEGL Loss achieved the com-
petitive results, with 29.8% segmentation AP and 29.4% box AP on LVIS
v0.5 and 28.8% segmentation AP and 29.4% box AP on LVIS v1.0 based
on ResNet-101.

Keywords: Long-tail distribution · Object detection · Re-weighting ·
Equilibrium gradients.

1 Introduction

Object detection is one of the most representative and challenging tasks in com-
puter vision and plays a central role in other related tasks. Most datasets for
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general-purpose object detection, such as PASCAL VOC [6] and MS COCO [17],
are large-scale and manually balanced by collecting common classes, each with a
large number of annotations. In realistic scenarios and practical applications, the
data usually shows a long-tail distribution [23], and the detection performance
of the tail class decreases rapidly.

The reason for this phenomenon is that the performance of deep learning
based methods is built on a large amount of data. The data amount of head
classes occupies a large proportion of the whole dataset, while that of tail classes
can not enable the model to be trained adequately. Moreover, during the training
process, other classes often become the negative samples of the tail class, so the
gradient of positive and negative samples received by the tail classes are usually
in an imbalanced condition and judged as the incorrect classes. In this situation,
the performance of using the traditional object detector will be greatly affected,
and the prediction results will be more biased towards the head classes.
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Fig. 1: Percentage of accumulative neg-
ative gradients for baseline (blue) and
FBS-AEGL (red). The x-axis is the
sorted category index of 1203 categories
of the LVIS v1.0 dataset. The y-axis is
the ratio of accumulative negative gra-
dient for foreground classification and
background anchors. We found that the
percentage of negative gradients from
background is much higher compared to
the incorrect foreground prediction.

To overcome the impact gener-
ated by this imbalance data distri-
bution, some researchers have pro-
posed re-sampling and re-weighting
strategies to address the long-tail
distribution. Existing methods use
re-sampling [7, 10, 24, 32, 33] to re-
balance the dataset and manually
change the distribution of the long tail
classes of the datasets. Re-weighting
methods [31, 28, 27, 12] rebalance the
classes by tuning the weights of dif-
ferent classes during the training pro-
cess. While all these methods im-
prove results to varying degrees, re-
sampling may risk over-fitting and
under-fitting. Re-weighting methods
primarily focus on suppressing neg-
ative gradients from incorrect fore-
ground classification, overlooking the
importance of negative gradients from
correct background classification. In
the background case, the loss received
by the classification branch suppresses
all foreground class prediction scores.
Depicted in Figure 1, we study the
effect of such discouraging gradients on the different categories of a long-tail
dataset. The curve indicates the ratio of negative gradients generated by the
incorrect foreground classes to ground-truth background. A smaller ration rep-
resents that background produces more negative gradients. We find that dis-
couraging gradients from background classification contribute a much highter
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percentage of total discouraging gradients compared to that of incorrect fore-
ground prediction. While re-weighting methods cannot balance multiple factors
simultaneously.

In this paper, we propose a foreground and background separate adaptive
equilibrium gradients loss (FBS-AEGL) to address above observed problems.
FBS-AEGL mainly relies on the weight factor to regulate the learning process of
the object detection network. To clearly demonstrate how the FBS-AEGL works
in long-tail object detection, we incorporate FBS-AEGL into a two-stage detec-
tor, Mask R-CNN, as our baseline in Figure 2. For the proposals of foreground
regions, we first evaluate the quality of samples in each class of the dataset to
calculate the number of effective samples in each class. The loss in the prior data
volume is rebalanced and reweighted according to the maximum marginal ben-
efit that can be extracted by the network. Then, during the learning process of
the model, the logit value of the network output is compared, and a reasonable
threshold is set to choose a better sampling level by targeted suppression of the
head classes rather than suppressing all negative samples in the tail classes.

Foreground weight factors can effectively mitigate the suppression of classes
from foreground region proposals. Considering the balance of gradients for the
background region proposals is also essential, we propose background weighting
factor for the foreground region proposals. In detail, the Bernoulli distribution is
introduced to combine the background weighting factor and foreground weight-
ing factor, and allow the network to fine-tune the overall weights in a stochastic
manner. This combination of weighting factors by FBS-AEGL can effectively im-
prove the attention of the network to the tail classes and protect the performance
of the head and common classes from excessive suppression while improving the
performance of the tail classes.

The proposed FBS-AEGL is trained on two versions of LVIS dataset and eval-
uated accordingly. Comprehensive experiments demonstrate the effectiveness of
FBS-AEGL, with a more competitive performance relative to previous methods.
Our main contributions are as follows:
– We propose a new loss function that firstly adopts the weighting factors based

on the learning state output of the network and the quality of the dataset,
which can efficiently deal with the long-tail object detection problem.

– The loss function is further extended by equalizing the negative gradients
generated in the background class, which improves the prediction results of
those negative samples in the tail classes.

– We conduct the experiments on the LVIS dataset with a long-tail distribu-
tion, and achieve significant improvements, which validate the effectiveness
of our method.

2 Related works

2.1 General object detection

With the emergence of convolutional neural networks, many deep learning-based
object detection algorithms have achieved quite good detection results. In gen-
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Fig. 2: An illustration of our proposed adaptive foreground and background class
suppression loss with two-stage detector. For the proposals, different shapes rep-
resent different categories, and different colors of the same category represent
different stages. The logit represents the output of the network. Different re-
weighting strategies for the foreground and background proposals are adopted,
which are FGw and BGw, respectively. Activation means the activation function,
such as sigmoid and softmax. CE denotes the cross-entropy function.

eral, deep learning-based object detection algorithms can be divided into tow-
stage [8, 25, 11, 2] and one-stage methods [16, 18, 22]. The key difference between
the two methods is that the two-stage algorithm needs to generate a proposal
(a pre-selected box that could potentially contain the object to be detected)
and then perform fine-grained object detection, while the one-stage algorithm
extracts feature directly in the network to predict object classification and loca-
tion.

Two-stage methods. The regional-based convolutional neural network (R-
CNN) series of work is the most representative work of two-stage object detec-
tion methods. The R-CNN [9] first generates 2,000 candidate detections that
are most likely to be objects using a selective search method [29], then extracts
the depth features of these candidate detection using a deep convolutional neural
network, and finally performs classification and regression using a support vector
machine. Since R-CNN extracts the depth features of each candidate detection
separately, it suffers from the problem of slow inference speed. Fast R-CNN[8]
is an improved work of R-CNN. Fast R-CNN first extracts the depth features
of the whole image, then scales the features of the candidate detection to a
fixed size using region of interest (RoI) pooling operation, and finally performs
classification and regression using the fully connected layer. Unlike the previous
Fast R-CNN [8], which relies on selective search algorithm, Faster R-CNN [25]
introduces the Region Proposal Network (RPN), and unifies the generation of
candidate windows with the classification and regression of candidate windows
into a single network for learning together. Via adding a mask prediction branch
in the Faster R-CNN architecture, Mask R-CNN [11] bridges the gap between
object detection and instance segmentation. Different with the two-stage meth-
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ods, the one-stage methods does not need to get the proposal box stage and
directly generates the class probability and position coordinate values of the
object, so it has a faster detection speed.

One-stage methods. The one-stage object detection algorithms are repre-
sented by YOLO [20–22, 30] series and SSD [18], which has gone through several
iterations. In particular, YOLOv5 provides a variety of object detectors of dif-
ferent sizes to satisfy the needs of different applications, and has been widely
used in real-life. SSD uses feature maps of different scales to perform detection,
with large scale feature maps for detecting small objects and small scale feature
maps for detecting large objects. In general, two-stage methods are more precise
in detection, while one-stage methods are faster in inference.

2.2 Long-Tail object detection

Re-sampling. Re-sampling [26, 10, 32, 33] is a most intuitive solution by ran-
domly duplicating more target data from the tail classes for training or removing
a certain amount of target data from head classes to tackle the long-tail distribu-
tion problem. While those methods achieve significant improvement, they may
still have significant over-fitting problems among them. Other works [7, 24, 34]
balance data distribute through meta-learning or memory augmentation. For
example, they introduce a new quality ranking of candidate regions to enhance
the datasets.

Re-weighting. Another typical strategy re-weighting [28, 27, 5] is to give dif-
ferent weights to different classes by the loss function, giving a relatively high
weight to the loss of the tail class to expand the impact on the training samples
of the tail class, or more fine-grained adjustment at the sample level by multiply-
ing different weights on different training samples to reweight the network loss
at the category level. Seesaw loss [31] dynamically rebalances the positive and
negative gradients of each sample using a mitigation factor and a compensation
factor. EFL [14] focuses on the degree of imbalance between positive and nega-
tive samples of each category by introducing a category-dependent moderator.
However, the above methods do not take into account the different prediction
results of the background and foreground classes, and ignore the treatment of
the background classes.

Other-methods. GOL [1] points out that the use of Sigmoid or Softmax func-
tions is responsible for the poor performance of long-tail object detection, and
the use of Gumbel activation functions that are more suitable for long-tail data
distribution. AHRL [13] visualizes the feature representation of each category
in the learned feature space to address the long-tail problem in a coarse-to-fine
manner. LDAM [3] is minimized based on the marginal generalization bound.
Balanced Group Softmax (BAGS) [15] divides classes with similar number of
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samples into groups and applies a softmax function to each group, but with
inconsistent training between neighboring classes of similar size. NORCAL [19]
investigates a post-processing calibration of confidence scores. ROG [35] design
a generalized average precision (GAP) lossto explicitly optimize the global-level
score ranking across different objects.

Unlike the above methods, our method focuses on both foreground and back-
ground categories. We start from the impact of the data volume of the dataset
itself on the model, and adaptively adjust the suppression gradient of each class
according to the logit value of the model output, so that the model focuses more
on the tail class and improves the discriminative ability between semantically
similar categories of the head classes and tail ones.

3 Methodology

As mentioned in Section 1, for long-tail object detection, equilibrium gradients
from foreground and background region proposals for categories are two inter-
twined and equally vital parts, while the quantity and difficulty of data is root
cause. In this work, we propose Foreground and Background Separate Adaptive
Equilibrium Gradients Loss to balance gradient for each category, which consists
of two components: 1) adaptive dynamically adjusts gradient for each class from
foreground region proposals, 2) adaptive further balances gradient for each class
from background region proposals. The proposed FBS-AEGL is flexible enough
to be applied to existing detectors.

3.1 Revisiting sigmoid cross-entropy loss

The sigmoid cross-entropy loss is widely adopted in object detection, so we first
revisit it:

pi =
1

1 + e−zi
, (1)

LBCE = −
C∑
i=1

log (p̂i) , p̂i =

{
pi, if i = c,
1− pi, otherwise, (2)

where C is the number of categories. zi denotes the logit of the network output
of class i. pi denotes the probability that the current sample belongs to class i
as calculated by Equation 1. The gradient of the loss function with respect to zi
is derived as:

∂LBCE

∂zi
=

{
pi − 1, if i = c,
pi, otherwise. (3)

The sigmoid cross-entropy application with long-tail object detection, giving a
sample which foreground prediction of category c, for rare categories i(i ̸= c),
they will receive negative suppression gradients and result in a low probability
of network output. Such negative gradients will occur in large numbers from
the frequent classes and impede the positive activation of tail classes. On the
other hand, the background samples are negative samples for all categories. Our
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core idea is to mitigate the negative gradients of each category, both in terms of
foreground and background predictions.

3.2 Foreground and background separate adaptive equilibrium
gradients loss

In this section, we introduce FBS-AEGL to balance gradients for each category
from foreground and background proposals, which considers class sizes and the
network learning status.

Formally, we introduce a weight term w to the original sigmoid cross-entropy
loss function, and the Foreground and Background Separate Adaptive Equilib-
rium Gradients Loss as:

LFBS−AEGL = −
C∑
i=1

wi log (p̂i) , (4)

p̂i =

{
pi, if i = c,
1− pi, otherwise. (5)

For a region proposal r, we set wi with the following as:

wi =

{
FGwi, if E(r) = 1,
BGwi, otherwise, (6)

where FGwi denotes the weight generated by FGw for class i of foreground
proposal, BGwi denotes the weight generated by BGw for class i of background
proposal. E(r) indicates whether the proposal is foreground or background. E(r)
equals to 1 means r is a foreground region and vice versa is background. FGw
and BGw denote the re-weighting strategies for the foreground and background
proposals, respectively. The gradient of FBS-AEGL with respect to zi can be
derived as:

∂LFBS−AEGL

∂zi
=

{
wipi − 1, if i = c,
wipi, otherwise. (7)

We will discuss the FGw and BGw in detail, respectively.

Foreground weight (FGw). FGw focuses on foreground region proposals to
adjust gradients for each class. First, we adopt the weighting factor (1−γ)/(1−
γn) that uses the effective number of actual training instances per category to re-
balance the loss from class sizes following CB loss function [5]. Where n denotes
the number of instances and γ ∈ [0, 1) is a hyper-parameter. Then, we allow the
model to more accurately adjust the loss based on the learning status. Finally,
we multiply FGwi by the loss term −log(p̂i) for category i. The formulation of
FGwi is designed as:

FGwi =

 (1− γ)/(1− γni), if i = c,
(1− γ)/(1− γni), if i ̸= c and pi ≥ µ,
0, if i ̸= c and pi < µ,

(8)
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Fig. 3: Illustration of an example which leverages the suppression gradients from
our proposed FBS-AEGL. The upper part describes the FGw and the lower
part describes the BGw. Here we assume there are three possible foreground
classed, and show the ground-truth classes (i.e., cgt) and original weights for
foreground proposal and background proposal. Green numbers, blue numbers,
and grey numbers are handled by category probabilities, the weighting factor,
and Bernoulli, respectively. Red numbers indicate final weights.

where ni denotes the number of instances belonging to category i in dataset. As
category c, FGwi is set to (1− γ)/(1− γni), if the current proposal belongs to
category c. For other categories i (i ̸= c), we apply the sigmoid probability pi
as a signal to decide whether to suppress category i. The sigmoid probability
works well because it does not assume mutual exclusivity between classes and
can be a good representation of fine-grained features. If pi is bigger than µ,
that means the network considers category i as similar to c, then we set FGwi

to (1 − γ)/(1 − γni) for discriminative learning. Otherwise, FGwi equals to 0,
FGwi will be set as 0 to alleviate needless negative suppression. Our proposed
FGw integrates the data quantity and the network output probability to adjust
the gradient with each class more precisely. Let us consider a three-class example
(see Figure 3 ), in which c=1 is a tail class, and c=2 and c=3 are head classes.
Assuming that foreground proposal A is found from an image: proposal A has
original weights [ 1 ,1 ,1 ]. Let us suppose c1 = 2, c2 = c3 = 5, and by applying
Equation 8, we get the new weights for proposal A as [0.59, 1.78, 1.78], which
reduced tail category suppression for c = 1.

Background weight (BGw). FGw effectively alleviates negative suppression
gradients for each class from foreground region proposals. However, the gradi-
ents balanced from the background region proposals is more important, as they
occupy a large proportion of the train learning.

Therefore, we design BGw to mitigate negative suppression gradients from
the background proposals. Similar to the design of the FGw, we seek to further
optimize to determine the category of suppression. The role of BGw is to mit-
igate the accumulation of small but non-negligible discouraging gradients from
the background. We introduce a Bernoulli distribution to better combine with
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FGw, allowing the network to fine-tune the weights in a stochastic manner [12],
thus dynamically balancing the effect of background suppression gradients for
rare/common/frequent categories. We formulate BGwi as follows:

BGwi =

{
wi

Ber ·
(1−γ)

(1−γni ) , if pi ≥ µ,

0, if pi < µ,
(9)

wi
Ber =

1, if zi = 1 and Ber(σzi) < σzi ,
1, if zi ̸= 1,
0, otherwise,

(10)

where wi
Ber ∈ {0, 1} which as a signal to decide whether to suppress category i. If

the region proposal r belongs to the background, wi
Ber is drawn from Bernoulli

distribution Ber(σzi) which denotes the random value of the class i. The pa-
rameter σzi determined by the number of low-frequency categories in the current
batch of region proposals. If zi equals to 1 means the network output logit of cat-
egory i belong to low frequency category, σzi = (nr+nc)/nall, else, zi not equals
to 1 means the network output logit of category i belongs to frequent category,
σzi = (nf )/nall, where nr, nc, and nf indicate the number of rare, common, and
frequent foreground region proposals in the current training batch, respectively.
nall indicates the total number of foreground region proposals, which is equal to
the sum of nr, nc, and nf . As shown in the lower part of Figure 3, assuming that
background proposal B is found from an image: proposal B has initial weights
[1, 1, 1], by applying Equation 9, we get the new weights for proposal B as [0,
1.78, 0] that eliminate the suppression of the tail category.

In summary, we design FGw and BGw strategies for the foreground and
background, respectively, which takes into class sizes and the network learning
status to balance gradients for each category.

4 Experiments on LVIS

4.1 Datasets and evaluation metric

We perform experiments on the long-tail and large-scale dataset LVIS [10], which
has accurate bounding box and mask annotations each categories. We mainly
conduct experiments on the challenging LVIS v1.0 dataset that contains 1203
categories. We train our model on the training set (100K images) and evaluate it
on the validation set (19.8K images). LVIS counts the number of images in each
category and then divides all categories into three groups: frequent category with
more than 100 images, common category with 11-100 images, and rare category
with less than 10 images. In addition to the widely used IoU threshold (0.5 -
0.95) for the metric AP, LVIS also reports APr (rare category), APc (common
category), and APf (frequent category) to portray the performance of long-tail
classes. Like most existing works, we have experimented predominantly with the
LVIS v1.0 dataset and present extra key results on LVIS v0.5 dataset. As shown
in Figure 4, we visualize the number of training instances for categories in LVIS
v0.5 and v1.0 training set.
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4.2 Implementation details

For our experiments, we choose Mask R-CNN detector with FPN structure. To
compare with the state-of-the-art methods, we also employ Mask R-CNN on
LVIS v0.5 and v1.0 datasets, using different backbones, in combination with
our proposed FBS-AEGL. The ResNet backbone is initialized by the ImageNet
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Fig. 4: Statistics of instance number
for each category on LVIS v0.5 and
v1.0 training set.

pre-training model. During the training
phase, scale jitter and random horizontal
flipping are adopted as the default data
augmentation. We use 4 GPUs (NVIDIA
Tesla V100) with a batch size of 16 (4
images on each GPU). The optimizer is
set to stochastic gradient descent (SGD)
with 0.9 momentum and 0.0001 weight de-
cay. The initial learning rate is set to 0.02
and is warmed up with 500 iterations. The
learning rate decays to 0.002 at epoch 16
and to 0.0002 at epoch 22. The total num-
ber of training epochs is 24. During the
inference phase, we first resize the images
used to shortside of 800 pixels and long-
side of no more than 1333 pixels. We begin by applying Non-Maximal Suppres-
sion, with an IoU threshold of 0.5, to eliminate duplicate items. After that the
first 300 detections will be chosen to be final result. The other hyper-parameter
settings, such as anchor scale and anchor ratio, are consistent with the same
default settings in MMDetection [4]. We concentrate on the classification sub-
network of the Mask R-CNN in our experiments using FBS-AEGL Loss and
replace the original softmax cross-entropy loss using our proposed loss function
for long-tail datasets with repeat factor sampling (RFS) [10].

4.3 Ablation studies

In order to better analyze FBS-AEGL, we set up the following groups of ablation
experiments:

Effectiveness of FGw and BGw. In addition to this, we perform ablation
experiments to verify the performance of the core strategy in our method with
Mask R-CNN ResNet-50-FPN backbone. FGw, BGw denote foreground and
background suppression factor, respectively. FGw focuses on foreground region
proposals to adjust gradients for each class. BGw effectively alleviates negative
suppression gradients each class from background region proposals. As shown in
Table 1, the 6.4% box AP and 9.3% box AR improvement is achieved on the
network with FGw, BGw which demonstrate the effectiveness of its two factors.
Sampling factor γ and Suppressing factor µ. FBS-AEGL introduces two
hyper-parameters, which are the sampling factor and the suppressing factor.
The sampling factor γ defines the effective number of actual training instances.
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Table 1: Ablation study of FGw, BGw in FBS-AEGL with Mask R-CNN and
ResNet-50-FPN as the backbone for LVIS v1.0 val set. FGw, BGw indicate
foreground and background suppression factor respectively.

FGw BGw AP b AP APr APc APf ARb

21.4 20.5 1.1 18.6 31.0 28.4√
26.6 26.9 16.2 27.3 29.7 37.0√
26.8 27.0 18.0 26.6 31.0 37.1√ √
27.8 27.6 19.1 27.0 32.5 37.7

The suppressing factor µ indicates the degree of suppression for each category
which is a trade-off between reliving over-suppression on tail classes and chasing
discriminative learning. A small µ means that most of the categories will be
suppressed, which will suppress too much on tail categories. However, for an
extremely large µ, the network will only suppress categories with extremely
high confidences while ignore most of the other categories, thus will weaken the
classifier’s discriminative power. For all experiments we mainly use ResNet-50
Mask R-CNN and LVIS v1.0 dataset. To explore how γ and µ influence the
predicted results, we experiment with several different values and the results
are reported in Table 2. As shown in Table 2, both the sampling factor and
the suppressing factor have played an essential role in FBS-AEGL. Through
the two components working in synergy, FBS-AEGL dramatically improves the
performance of improved baseline from 21.4% box AP to 27.8% box AP. We
empirically find γ = 0.7 and µ = 0.7 works best under current setting.

Table 2: Ablation study of the hyper-
parameter γ and µ.

µ γ AP b AP APr APc APf

0.01 0.7 25.1 25.6 16.0 24.3 31.3

0.1 0.7 25.6 25.2 17.7 24.4 30.4

0.3 0.7 26.7 26.7 18.9 25.8 31.2

0.5 0.7 27.3 27.1 19.4 26.6 31.0

0.7 0.7 27.8 27.6 19.1 27.0 32.5
0.9 0.7 27.1 27.0 17.7 26.3 32.2

0.7 0.5 27.4 27.1 18.1 27.0 31.2

0.7 0.6 27.6 27.4 19.6 27.1 31.2

0.7 0.8 27.7 27.5 20.4 27.0 31.2

0.7 0.9 27.6 27.1 18.8 26.8 31.1

Table 3: Comparative results for
LVIS v1.0 val set using random
sampler and RFS sampler in FBS-
AEGL with Mask R-CNN and
ResNet-50-FPN as the backbone.

Sampler AP b AP APr APc APf

Random 27.4 27.1 18.1 27.0 31.2
RFS 27.8 27.6 19.1 27.0 32.5

Table 4: Ablation study of the
weighting factor in FBS-AEGL with
Mask R-CNN and ResNet-50-FPN
as the backbone.

Method AP b AP APr APc APf

w/o WF 27.0 27.0 18.1 26.0 31.9
w/ WF 27.8 27.6 19.1 27.0 32.5
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Table 5: Comparisons our proposed method plugged into various loss functions
for LVIS v1.0 val set. # indicated used RFS sampler.

Method backbone AP b AP APr APc APf

Mask R-CNN# w/CE ResNet-50-FPN 24.7 23.7 13.3 23.0 29.0
FBS-AEGL# w/CE ResNet-50-FPN 27.8 27.6 19.1 27.0 32.5

FBS-AEGL# w/GOL ResNet-50-FPN 28.0 27.8 21.9 27.9 32.5
Mask R-CNN# w/CE ResNet-101-FPN 27.0 25.7 17.5 24.6 30.6
FBS-AEGL# w/CE ResNet-101-FPN 29.4 28.8 21.6 28.4 33.8

FBS-AEGL# w/GOL ResNet-101-FPN 30.4 30.0 23.2 30.4 34.1

Random Sampler and RFS Sampler. We conduct ablation experiments
for different sampling strategies, as shown in Table 3, using random sampler and
RFS sampler respectively, and achieved 0.3% box AP improvement using RFS
sampler with the same backbone network.

Effectiveness of weighting factor. We perform ablation experiments for the
effectiveness of the weighting factor (WF ) formula (1-γ)/(1-γn), as shown in
Table 4 , we first ignore the WF in calculating the FBS-AEGL loss, the statistics
of a single batch are not representative of the entire training set. In the face of a
long-tailed distribution, it cannot optimize the AP for all categories, which leads
to suboptimal results. When WF is introduced based on the predefined category
distribution of the dataset, the AP gains brings improvements (0.8 points on AP b

and 1.0 points on APr). The experimental results verify the effectiveness of the
weighting factor, which achieve AP b of 27.8% and APr of 19.1%.

Effectiveness of FBS-AEGL. Our proposed FBS-AEGL is can be used
alongside with other loss functions, we perform experiments plugged into GOL
methods to confirm the effectiveness of our approach. As shown in Table 5 ,
the experimental results validate that our method can achieve better results in-
serted into GOL method. For the baseline model trained with sigmoid CE loss
and RFS sampler using ResNet-50 as the backbone, FBS-AEGL loss could im-
prove the AP of object detection. It is noted that the AP for rare categories
rises 5.8%. Furthermore, we apply our FBS-AEGL loss with the GOL. We find
that FBS-AEGL loss still brings solid improvements (e.g., +8.6 APr). We re-
place ResNet-50 with ResNet-101. Insertion of FBS-AEGL into GOL method
which achieves 30.4% box AP, outperforming other competitive methods includ-
ing GOL (29.2%), ROG (29.3) by 1.2%, 1.1%, respectively. The experimental
results have verified the effectiveness of our method.

4.4 Generalization on stronger models

We perform further experiments by replacing larger backbones in order to con-
firm the generalization of our approach. We replace ResNet-50 with ResNet-101
and Swin-Transformer. The experimental results are as the concluded in Table 6.
The experimental results validate that our method can achieve good results in
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better backbone as well. In the case of using ResNet-101 and Swin-Transformer
as the backbone, the box AP improves by 8.0% and 10.1%, respectively, com-
pared to the baseline model. In addition, by observing the experimental results,
it can also be seen that FBS-AEGL has a huge improvement in handling rare
categories under different backbones (e.g., the improved APr for ResNet-50 is
19.1%, for ResNet-101 is 21.6% and for Swin-Transformer is 23.0%.), which indi-
cates that FBS-AEGL has an excellent performance in handling long-tail data.

Table 6: Comparisons between our proposed method and the baseline Mask R-
CNN based on various backbones for LVIS v1.0 val set.

Method backbone AP b AP APr APc APf

Mask R-CNN ResNet-50-FPN 21.4 20.5 1.1 18.6 31.0
FBS-AEGL(ours) ResNet-50-FPN 27.8 27.6 19.1 27.0 32.5

Mask R-CNN ResNet-101-FPN 22.8 21.8 1.4 20.3 32.5
FBS-AEGL(ours) ResNet-101-FPN 29.4 28.8 21.6 28.4 33.8

Mask R-CNN Swin-Transformer 24.6 24.2 2.6 22.5 35.4
FBS-AEGL(ours) Swin-Transformer 31.5 31.0 23.0 30.5 36.2
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Fig. 5: The box AP for the baseline and FBS-AEGL on frequent, common, and
rare classes, respectively. For both models, the ResNet-50-FPN backbone is used
for training. The x-axis represents the sorted class index. The y-axis represents
the accuracy.

4.5 Performance analysis

As shown in Figure 5, we exhibit the result of baseline and FBS-AEGL on rare,
common, and frequent categories on the LVIS v1.0 dataset. Figure 5(a) displays
the AP for the frequent category. The two curves are nearly overlapping each
other, indicating that our approach does not compromise the performance of the
head category. For the common categories (Figure 5(b)), our method starts to
demonstrate advantages and can even detect many categories that the baseline
model cannot detect. As shown in Figure 5(c), our performance is significantly
better than the baseline. The orange curve (ours) has a considerably larger area
of integration than the blue curve (baseline). This indicates that our method
protects and even improves the head and common classes, while enhancing the
tail classes’ performance.
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Table 7: Comparison with state-of-the-art methods on LVIS v0.5 and v1.0. All
models use Mask R-CNN. * denotes that the experimental results in the table
are directly from the reference. # indicates that the experimental results are
trained with the RFS sampler.

Method Backbone Dataset AP b AP APr APc APf

RFS*# [10] R-50-FPN LVIS v0.5 25.4 25.4 16.3 25.7 28.7
EQL* [28] R-50-FPN LVIS v0.5 23.3 22.8 11.3 24.7 25.1

SimCal* [32] R-50-FPN LVIS v0.5 22.6 23.4 16.4 22.5 27.2
Forest R-CNN* [33] R-50-FPN LVIS v0.5 25.9 25.6 18.3 26.4 27.6

BAGS* [15] R-50-FPN LVIS v0.5 25.8 26.3 18.0 26.9 28.7
LOCE* [7] R-50-FPN LVIS v0.5 28.2 28.4 22.0 29.0 30.2

DropLoss* [12] R-50-FPN LVIS v0.5 25.1 25.5 13.2 27.9 27.3
EQL v2* [27] R-50-FPN LVIS v0.5 27.0 27.1 18.6 27.6 29.9
AHRL*# [13] R-50-FPN LVIS v0.5 27.4 27.3 17.5 29.0 29.1

FBS-AEGL(ours)# R-50-FPN LVIS v0.5 28.5 28.9 20.9 30.0 30.6
DropLoss* [12] R-101-FPN LVIS v0.5 26.8 26.9 14.8 29.7 28.3
EQL v2* [27] R-101-FPN LVIS v0.5 28.1 28.1 20.7 28.3 30.9
AHRL* [13] R-101-FPN LVIS v0.5 29.3 29.1 21.3 30.7 30.3

FBS-AEGL(ours)# R-101-FPN LVIS v0.5 29.4 29.8 20.7 31.0 31.9
RFS*# [10] R-50-FPN LVIS v1.0 24.7 23.7 13.5 22.8 29.3
LOCE* [7] R-50-FPN LVIS v1.0 27.4 26.6 18.5 26.2 30.7

DropLoss*# [12] R-50-FPN LVIS v1.0 22.9 22.3 12.4 22.3 26.5
EQL v2*# [27] R-50-FPN LVIS v1.0 26.1 25.5 17.7 24.3 30.2
Seesaw* [31] R-50-FPN LVIS v1.0 27.4 26.4 19.6 26.1 29.8

FREESEG* [34] R-50-FPN LVIS v1.0 26.0 25.2 20.2 23.8 28.9
AHRL*# [13] R-50-FPN LVIS v1.0 26.4 25.7 – – –
GOL*# [1] R-50-FPN LVIS v1.0 27.5 27.7 21.4 27.7 30.4
ROG*# [35] R-50-FPN LVIS v1.0 27.2 26.9 20.1 26.8 30.0

FBS-AEGL(ours)# R-50-FPN LVIS v1.0 27.8 27.6 19.1 27.0 32.5
RFS*# [10] R-101-FPN LVIS v1.0 26.6 25.5 16.6 24.5 30.6
LOCE* [7] R-101-FPN LVIS v1.0 29.0 28.0 19.5 27.8 32.0

EQL v2* [27] R-101-FPN LVIS v1.0 27.9 27.2 20.6 25.9 31.4
Seesaw*# [31] R-101-FPN LVIS v1.0 28.9 28.1 20.0 28.0 31.8

FREESEG* [34] R-101-FPN LVIS v1.0 28.6 27.5 23.0 26.5 30.7
AHRL*# [13] R-101-FPN LVIS v1.0 28.7 27.6 – – –
GOL*# [1] R-101-FPN LVIS v1.0 29.2 29.0 22.8 29.0 31.7
ROG*# [35] R-101-FPN LVIS v1.0 29.3 28.8 21.1 29.1 31.8

FBS-AEGL(ours)# R-101-FPN LVIS v1.0 29.4 28.8 21.6 28.4 33.8

4.6 Comparison with state-of-the-art methods

We compare the proposed FBS-AEGL with Mask R-CNN in our experiments
and perform with other competitive methods on LVIS v0.5 and LVIS v1.0, and
presents the results in Table 7. For LVIS v0.5, we present the results of Mask
R-CNN with ResNet50-FPN backbone. Our method achieves 28.5% box AP
and segmentation performance of 28.9%AP , outperforming other competitive
methods including EQL v2 [27] (27.0%), LOCE* [7] (28.2%) and AHRL [13]
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(27.4%) by 1.5%, 0.3%, and 1.1%, respectively. These results demonstrate that
our method effectively protects the performance of the common class (30.0%)
and head class (30.6%) while also improving the performance of the tail classes.
Notably, other methods were unable to achieve this level of performance protec-
tion for both the head and common classes, further validating the effectiveness
of our approach. For LVIS v1.0, we present the results of using the ResNet50-
FPN and ResNet101-FPN backbones with Mask R-CNN. For ResNet50-FPN,
FBS-AEGL achieved the best performance with 27.8% box AP, outperform-
ing other methods such as ROG [35], AHRL [13], and GOL [1]. With the larger
ResNet101-FPN backbone, our method achieved the best results with 29.4% box
AP and 28.8% segmentation AP. Although FBS-AEGL Loss doesn’t achieve the
best result of APr, it obtains the competitive result on APc or APf , leading to
the highest overall performance. We speculate the reason is that other meth-
ods focus on optimizing the performance of the tail categories at the expense of
the performance of common and head categories. While our method focuses all
categories, thus can achieve the best overall performance.

Table 8: Results on COCO-LT minival set. APm and AP b indicate the Mask
mAP and Bbox mAP, respectively. AP b

1 , AP b
2 , AP b

3 , AP b
4 refer to bin of [1,20),

[20,400), [400,8000), [8000,-) training instances.
Method APm

1 APm
2 APm

3 APm
4 APm AP b

1 AP b
2 AP b

3 AP b
4 AP b

Mask R-CNN 0.0 8.2 24.4 26.0 18.1 0.0 9.5 27.5 30.3 21.4
SimCal 15.0 16.2 24.3 26.0 21.8 14.5 18.0 27.3 30.3 24.6
FASA 13.5 19.0 25.2 27.5 23.4 - - - - 26.0

FREESEG 15.8 20.6 27.6 28.8 25.1 - - - - -
FBS-AEGL(ours) 18.6 21.9 28.0 29.0 26.0 16.6 21.3 30.5 32.4 27.5

4.7 Evaluation on COCO-LT

To confirm the generalization ability to other datasets, we evaluated FBS-AEGL
on COCO-LT dataset [32]. The COCO-LT contains 80 classes and about 100K
images. COCO-LT dataset defines four class groups [1, 20), [20, 400), [400, 8000),
[8000, -) and reports performance as AP1, AP2, AP3, AP4. For a fair comparison,
we used the same experimental setup as SimCal [32]. As shown in Table 8, FBS-
AEGL (with Mask R-CNN as baseline) achieves AP b of 27.5 with the ResNet-50
backbone, which outperforms SimCal and FASA by 2.9% AP b and 1.5% AP b,
respectively. And, the rare categories (AP b

1 and AP b
2 ) has also been significantly

gains. All experimental results demonstrate the advantages and generalizability
of our method.
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Ground Truth

Mask R-CNN

FBS-AEGL

Fig. 6: Prediction results of Mask R-CNN framework without and with FBS-
AEGL on the LVIS v1.0 validation set. Compared to the baseline method, our
method shows significant improvement on tail, common and frequent classes,
and detects many classes that are not detected by the baseline method.(e.g.,
horse_buggy, gargoyle, silo, steak_(food), walking_cane, telephone). We use
red arrows to indicate where we did correct while Mask R-CNN did wrong, and
blue arrows to show where we detect while the ground truth is not labeled.
(e.g., sunhat, wagon_wheel, dog, sheep). Blue/Green/Red boxes indicate fre-
quent/common/rare category labels.

4.8 Result Visualization

FBS-AEGL not only improves the performance of the tail classes, but also does
not compromise the performance of the head classes and additionally detects
some classes that were not detected in the baseline. To better interpret the
result, we provide qualizative results on LVIS v1.0 in Figure 6. We show the
(predicted) bounding boxes from the ground truth annotations, the baseline
Mask R-CNN, and FBS-AEGL. We observe that our method can accurately
identify more objects in rare and common categories that may be ignored by the
baseline detector. For example, FBS-AEGL can correctly detect horse_buggy,
gargoyle, silo and steak_(food). They are rare or common categories and the
baseline detector fails to make any correct detection on them.
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5 Conclusion

In this paper, we propose an foreground and background separate adaptive equi-
librium gradients Loss (FBS-AEGL) that is introduced with weight factors based
on the learning state output of the network and the quality of the dataset it-
self. FBS-AEGL mitigates the issue of oversuppression of tail classes by head and
common classes in long-tail object detection. This improvement aims to enhance
the performance of tail classes without compromising the performance of head
and common classes. The proposed method further equalizes against the nega-
tive suppression gradients generated by the background class. The experimental
results on the long-tail dataset LVIS validate the effectiveness of our method
and provide a simple and effective solution for long-tail object detection. A fu-
ture study will explore the use of the proposed FBS-AEGL for other long-tail
distributed vision tasks, such as one/few shot learning, and active learning.

Limitations. In FBS-AEGL, we introduced two hyper-parameters γ and µ
that need to be tuned for different datasets. In the future, we plan to extend
our method by incorporating reasonable assumptions on the data distribution
or designing learning-based, adaptive methods. Currently, we focus on the two-
stage detector to address long-tail detection, after which we plan to explore
simple and fast one-stage detectors that are widely used in the industry.
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