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Abstract. GuessWhat?! is a visual dialog dataset that consists of a se-
ries of goal-oriented questions and answers between a questioner and an
answerer. The purpose of the task is to enable the questioner to identify
the target object in an image based on the dialogue history. A key chal-
lenge for the questioner model is to generate informative and strategic
questions that can narrow down the search space effectively. However,
previous models lack questioning strategies and rely only on the visual
features of the objects without considering their category information,
which leads to uninformative, redundant or irrelevant questions. To over-
come this limitation, we propose an Object-Category based Visual Dia-
logue (OCVD) model that leverages the category information of objects
to generate more diverse and instructive questions. Our model incorpo-
rates a category selection module that dynamically updates the category
information according to the answers and adopts a linear category-based
search strategy. We evaluate our model on the GuessWhat?! dataset and
demonstrate its superiority over previous methods in terms of generation
quality and dialogue effectiveness.

Keywords: Visual dialog· Question generation· Category information·
Questioning strategy.

1 Introduction

In recent years, the domains of vision and language, especially image captioning
[31,33,36], vision-and-language navigation [4,8,18], and visual dialog [9,13,32],
have attracted increasing attention and research due to the continuous develop-
ment of artificial intelligence technology and deep learning algorithms. In partic-
ular, visual dialog researchers have proposed several different visual dialog tasks,
such as VisDial [3, 7, 9], GuessWhat?! [11, 24, 29], and GuessWhich [6, 20, 39],
etc. Among these, GuessWhat?! is a goal-oriented visual dialog dataset that
involves two players engaged in a question-and-answer session on a single im-
age. Specifically, the Oracle randomly selects a target object from the image,
and the Questioner agent asks a series of questions to identify that object
while receiving binary answers (i.e., Yes or No) from the Oracle. An example
of GuessWhat?! is shown in Figure 1. Generating more efficient questions is
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Fig. 1: An Example of GuessWhat?!
dataset

what we are aiming for to help the
model guess the target object faster.
Researchers have divided the ques-
tioner agent task into two subtasks,
namely the Guesser and the Question
Generation (QGen). The Guesser de-
duces the target object based on dia-
log history, while the QGen generates
relevant questions to aid the Guesser’s
inference. Independent training of the
subtasks allows them to focus on their
specific goals, resulting in improved
performance. Modeling QGen is cru-
cial for the success of the game, as
high-quality questions yield more in-
formation about the target object.
Furthermore, research on the QGen
model facilitates the creation of infer-
ential questions. Most importantly, the
QGen model influences the selection of subsequent questions by leveraging pre-
vious questions and answers, thereby enhancing the system’s conversational rea-
soning and decision-making capabilities. In this paper, we mainly focus on QGen.

The previous QGen models suffer from two major limitations. First, most ex-
isting work concerns multimodal fusion [10,17,23] and model learning [2,11,23,
27, 37], while neglecting effective question generation strategies. Consequently,
repetitive and meaningless questions are always generated. To address this prob-
lem, researchers employ various strategies to minimize the number of questions.
For instance, Testoni et al. [28] propose a visual dialogue strategy that gener-
ates more human-like questions, while Shi et al. [35] introduce a sentence-level
questioning strategy that generates different types of questions. Notably, [11]
indicates that object categories can help humans use linear search strategies to
promptly guess the target object. Guiding the question generation under cate-
gory information can narrow down the search space, allowing Guesser to guess
the target object as early as possible. Nonetheless, to the best of our knowl-
edge, no work has been mentioned using category information to guide question
generation.

Second, image information is not fully utilized. Existing work encodes either
a whole image [11, 15, 22, 25, 27, 28, 38] or the extracted object [5, 20, 24, 29].
If the object’s category information is introduced, QGen can generate further
fine-grained questions guided by object categories, reducing the occurrence of
repeated questions. Faster R-CNN has been shown to be able to detect object
category information in images [19]. We can obtain the category information of
each object with the help of Faster R-CNN for better question generation.

In this paper, we propose a novel question generation model, Object Category
based Visual Dialogue (OCVD). An Object Information Extraction Module is



employed to extract the feature and category information of the object. A Cat-
egory Selection Module is put forward to select the appropriate category in the
current round, based on the historical responses. We compute object-category
similarity to acquire category-level attention distribution. Together with object-
level attention distribution from the Object-Level Attention Update Module,
the object features can be updated. Finally, the Object-Self Difference Atten-
tion Module is exploited to attain the final visual representation. To make better
use of the category information, we connect the final visual representation to the
category information to generate the new question. Experimental results demon-
strate that our proposed model achieves state-of-the-art performance in the
GuessWhat?! task. Additionally, the model introduces new information into the
question generation model that helps to generate more informative and strategic
questions, thus reducing the search space more efficiently.

Our contributions can be summarized as follows.

– First, we propose a novel question generation model OCVD based on an
object category mechanism.

– Second, to simulate human thinking process, a linear search strategy is im-
proved by adjusting the category priority in order to have a higher proba-
bility of guessing the target object.

– Third, to enable the model to better obtain useful information from object
categories, we design a category selection module that guides the model to
generate more informative and valuable questions. For all we know, it is the
first time to consider object categories in QGen.

– Finally, we conduct supervised learning and reinforcement learning to train
our model and achieve state-of-the-art results in the QGen task.

2 Related Work

Visual dialog is considered as one of the significant research tasks in the domain
of vision and language. VisDial [9] and GuessWhat?! [11] are the most common
datasets for visual dialog tasks. These datasets involve several rounds of question-
answer sessions between two participants, which are based on a single image.
Nevertheless, a crucial difference exists between these datasets. In VisDial, the
questioner is unable to perceive the image, while the answerer can see the image
and answer questions about it. Hence, VisDial models have generally focused on
the role of the answerer. Conversely, in GuessWhat?!, both the questioner and
the answerer have the same access to the image. The answerer must select an
object in the image as a target object and respond to the questioner’s inquiry.
The questioner’s task is to ask questions to identify the object chosen by the
answerer. The questioner’s role is more intricate than that of the answerer, which
involves complex interactions between visual, language, and guessing behaviors,
with a higher emphasis on generating goal-oriented questions in visual dialogue
tasks.

The QGen model is first introduced by De Vries et al. [11]. It employs an
encoder-decoder architecture that encodes the previous round’s dialogue using



the HRED [21] model’s encoder. The result of encoder is connected with the
image’s VGG features, and both of them are fed into the LSTM [12] to gen-
erate questions. Supervised learning is used to train the model by maximizing
the conditional log-likelihood. However, the supervised learning framework does
not consider the dialogue strategy. To address this issue, Strub et al. [27] pro-
poses a reinforcement learning approach using a policy gradient algorithm to
optimize supervised models. The QGen model is optimized by using the super-
vised trained Oracle and Guesser model to build environment. It uses the final
goal as a reward to optimize the question sequence and find the correct object.
Zhang et al. [37] proposes a reinforcement learning model that assigns different
intermediate rewards to each question to improve the quality of the question and
generates concise and informative questions that aid in achieving the final goal.
Abbasnejad et al. [2] employs a Bayesian deep learning approach to quantify
uncertainty in the internal representation of reinforcement learning models and
introduces an information search decoder that accounts for the environment’s
uncertainty and dialogue history, enabling a more accurate selection of words
in each question. Zhao et al. [38] designs a QGen model based on Seq2Seq and
introduces the Tempered Policy Gradients method to train the model. They
dynamically adjust the temperature of each operation according to the opera-
tion frequency of each time step, resulting in better training effect and stability.
The questioner task relies on two separate models: QGen and Guesser. However,
Shekhar et al. [24] introduces a shared dialogue state encoder that integrates
both models, resulting in improved performance and efficiency. This is achieved
through a cooperative learning training approach, which tightly combines the
two tasks and enables information sharing and interaction. The advantage of
this approach is the ability to enhance the interdependence between the mod-
els, resulting in more accurate and meaningful questions being generated. Lee
et al. [15] proposes an information theoretic algorithm, AQM, grounded in the
theory of mind. This approach replaces the training task of question generation
with training a neural network to infer answer probabilities. Shukla et al. [25]
combines reinforcement learning with regularized information gain to construct
a reward function that trains QGen model. This approach is based on the ide-
ology that humans attempt to maximize the expected regularized information
gain when asking questions. Shekhar et al. [22] adds a dialogue manager com-
ponent to the QGen model to determine whether the question generator should
continue asking questions or whether the Guesser should guess the target object
after each Q&A pair. Pang et al. [17] proposes a Visual Dialogue State Tracking
(VDST) approach for question generation. This model tracks the process state
of the dialogue, updates the distribution of objects in the image, and adjusts
the representation at the end of each round of dialogue, thus guiding the QGen
model to ask different meaningful questions. Tu et al. [30] contends that previous
models lack shared and a priori knowledge of visual language representation. To
overcome this limitation, they leverage the pre-trained visual language model
VilBERT to provide improved visual and language representation for dialogue
agents. To this end, they propose new Oracle, Guesser, and Questioner models
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Fig. 2: Overall structure of OCVD model. p is the object position feature. f is
the object feature. O is the initial object fusion feature. Ocat is the category
information. COUNT and SORT are the aggregation and sort operations, re-
spectively. catt is the object category to be focused on by the model in round
t. Ot is the object fusion feature in round t. πt and Statet are the object-level
attention distribution and category-level attention distribution in round t, re-
spectively. vt is the final visual representation. at−1 and at are the answers of
the previous and current rounds, respectively.

employing the pre-trained models. Testoni et al. [28] proposes a beam search re-
ranking strategy called confirm-it, which seeks confirmation information during a
dialogue. This approach mirrors human behavior in everyday dialogue, resulting
in more natural and human-like questions generated by the model. Shi et al. [35]
suggests a questioning strategy based on question categories, where questions
are classified into four categories: object, color, location, and other. By analyz-
ing the dialogue history and image features, appropriate question categories are
selected to generate targeted questions.

The above methods still generate repetitive or nonsensical questions. In this
paper, we use the category information of the object to simulate the way hu-
mans ask questions, thus facilitating the QGen model to generate more effective
questions.

3 Model

In this section, we will introduce our question generation model OCVD in detail.
The dialogue history is represented as Ht−1 =

{
q0, a0, q1, a1, . . . , qt−1, at−1

}
,

while the current question qt = {wt
1, w

t
2, . . . , w

t
S} is a sequence of words with a

length of S in round t. The answer at ∈ {< Yes >,< No >,< NA >} is restricted
to one of three options: yes, no, or not applicable. Additionally, I ∈ RH×W

represents the image with a given height H and width W . The model generates



the current round question qt by considering the previous question qt−1 and the
provided image I. Figure 2 depicts the general structure of the model.

3.1 Object Information Extraction

we apply the Faster-RCNN [19] algorithm to extract an 8-dimensional object
position feature p and a d0-dimensional object feature f from the provided im-
age. Rather than directly concatenating these two vectors, we leverage two fully
connected layers to perform projection and normalization on them, respectively.
Next, we employ summation and averaging operations to integrate these two
features, which yields the object fusion feature O corresponding to the provided
image I.

y = LayerNorm(W1f + b1), (1)

x = LayerNorm(W2p+ b2), (2)

O = (x+ y) /2. (3)

where W1 ∈ Rd0×d, W2 ∈ R8×d, O ∈ Rk×d including k objects o ∈ Rd. This
treatment aims to balance the incorporation of two distinct types of features
and achieve a more integrated feature representation.

Our proposed model departs from the baseline model developed by Pang
et al. in which we not only utilize objects and bounding boxes representation
vectors but also employ object category information Ocat = [ocat1 , ocat2 , . . . , ocatk ]
extracted by the Faster-RCNN object detection model. Ocat provides category
information for k objects, enabling us to obtain a more comprehensive under-
standing of the objects in the input image.

3.2 Category Selection

To effectively use this category information, we can analyze the distribution of
various object categories in the image. This analysis helps us identify which
category is more critical for recognizing the target object. In short, if a category
appears more often in an image, then it is more likely to be the category of
the target object. Therefore, we process the category information by defining an
equation that incorporates it into our model.

C = Sort
(
Counter

([
ocat1 , ocat2 , . . . , ocatk

]))
, (4)

where Counter is the aggregation function used to determine the number of
objects in each category, and Sort is the process of arranging the categories in
descending order based on their object counts, ultimately generating a list of
candidate categories C. Suppose there are m different categories in the Ocat.
The set of candidate categories is represented as C = [c1, c2, . . . , cm].

People often quickly exclude or identify objects based on different object
categories. Similar to human thinking, we design a category selection module.
This module is designed to select the most relevant category for the question



and guide the model’s search process accordingly. To achieve this, we begin
by setting a Boolean variable called nofind to True, which serves as a flag to
determine whether there are any candidate categories left to explore. Then, a
recursive selection mechanism is employed to update the variables index and
nofind based on the answer from the previous round.{

index= index, nofind=False if at−1= yes

index= index+1 if at−1=no & nofind=True,
(5)

where index represents the index of the candidate category list, which is used to
update the object category selected in each round of dialogue. The initial value
of index is set to 0, indicating that the first element c1 of the candidate category
list is used as the initial category in the first round of dialogue. catt denotes the
category selected in the tth round of dialogue, and its update is defined by the
equation:

catt = C[index]. (6)

3.3 Object Fusion Feature Update

In order to encourage the model to focus more on the object features that are
consistent with the selected category catt, we compute the similarity score be-
tween the object fusion features O and catt. Specifically, the similarity score is
computed using a similarity function that measures the similarity between the
fused feature representation of an object and the feature representation of the
selected category.

Scoret
(
O, catt

)
= softmax

(
Ocatt√

d

)
, (7)

where O ∈ Rk×d, catt ∈ Rd×1, and Sorcet ∈ Rk×1. In the VDST model, the
cumulative attention distribution on the kth object of the tth round is denoted
as π(t) ∈ Rk×1, and it is updated in each round of the dialogue. To combine the
object-level attention distribution π(t) with the category-level attention distri-
bution Scoret, we introduce the concept of Statet. We update the object fusion
feature O using Statet and the formula for updating the object representation
is as follows:

State t = softmax
((
πt + Score t

)
/2
)
, (8)

Ot =
(
State t

)T
O. (9)

3.4 Object-self Difference Attention Module

To obtain the final visual representation, the VDST model uses Object-self Dif-
ference Attention to capture the visual differences between objects, the result of
which is used as the visual context. Object-self Difference Attention is defined
by the following equation:

vt = softmax
([
oti ⊙

(
oti − otk

)]
W
)T

Ot, (10)



where oti, o
t
k ∈ Ot. Attention towards objects may change in different rounds, and

thus the visual representation vt in each round can dynamically change under
the influence of Statet.

3.5 Question Decoder

We choose to use LSTM as the question decoder since it possesses the memory
property that can better generate complex natural language questions. To guide
the model to generate dialogues related to the selected object category catt, we
additionally incorporate catt into the input of the LSTM.

wt
i+1 = LSTM

([
vt; catt;wt

i

])
, (11)

where wt
i denotes the ith word in the question qt, while [; ] indicates concatena-

tion. The final hidden state of the LSTM decoder serves as the representation
of the question qt.

3.6 Object-Level Attention Update

After obtaining the answer at from the Oracle, we concatenate the embedding of
at with the representation of qt, resulting in ht = [qt; at]. Based on the question-
answer pair and object representation, we update πt.

πt+1 = Norm

(
softmax

(
tanh

(
OtUT ⊙ V Tht

)
√
d

)
πt

)
. (12)

4 Experiments

4.1 Dataset

To evaluate our model, we use the GuessWhat?! dataset, which consists of 66k
images and 821k question-answer pairs in 155k dialogues (Each image may cor-
respond to multiple dialogues). The dialogues are about a target object in the
image that Guesser tries to guess by asking yes/no questions to Oracle. The task
is considered successful if the guesser correctly identifies the object. Following
previous work, we split the dataset into training, validation, and test sets with
a ratio of 70%, 15%, and 15%, respectively. We only include the dialogues that
are successful (84.6% of the total) for training and evaluation, and exclude those
that are unsuccessful (8.4%) or incomplete (7.0%).

4.2 Evaluation Metrics

Task success rate: The QGen model’s performance is measured by the prob-
ability that the Questioner in a game can successfully identify the target object
within a certain number of rounds. This means that the Questioner has to use
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Fig. 3: An Example of Qgen, Oracle, and Guesser. On the left side, Oracle and
QGen generate questions and answers through interaction. On the right side,
Guesser makes a guess based on the complete dialogue history when a pre-
defined number of rounds T is reached.

relevant questions to achieve this objective. Nonetheless, the QGen model is
constrained by the Guesser and Oracle models, so it can only be evaluated by
associating with Guesser and Oracle models. A game example of the Qgen, Or-
acle, and Guesser models is shown in Figure 3.

Rate of Games with Repeated Questions: Repeated questions are un-
desirable in a dialog, as they can reduce the task success rate. A question is
considered repetitive if it has already been asked in the history of a dialogue.
Rate of Games with Repeated Questions is the ratio of the number of games
containing repeated questions to the total number of games. This metric reflects
the validity and diversity of the questions generated by the model.

4.3 Experiment Settings

We use Faster-RCNN to extract a feature vector of dimension 1024 for each image
region. We select k = 36 objects from each image based on object detection. Both
historical questions and answers are embedded in 512 dimensions each, and the
dimension of category information embedding is also 512. Therefore, the LSTM
hidden unit number is 512.

We implement our model using PyTorch and train it in two stages: supervised
learning (SL) and reinforcement learning (RL). In the SL stage, we use the
Adam [14] optimizer with a learning rate of 1e-4 and a batch size of 64. We train
the Guesser and Oracle models for 30 epochs each and train the QGen model for
50 epochs. In the RL stage, we follow the same setup as de Vries et al. [27] and
train the QGen model for 100 epochs using stochastic gradient descent (SGD)
with a learning rate of 1e-4 and a batch size of 64.

4.4 Results

Game success rate: We evaluate our model on the game success rate and
compare it with several recent state-of-the-art models in this field: SL [11], GDSE
[24], RL [31], TPG [38], VQG [37], ISM [1], Bayesian [2], RIG [25], VDST [17],
CSQG [35], VilBert-Questioner [30], ISM [1], and ADVSE-QGen [34]. Table 1
and Table 2 show the results of the comparison under two settings: New Object,



Table 1: Task success rate for SL models.
The results of the baseline models are
from its original paper.

NewObject

Max turn Greedy BSearch

SL [11] 5 43.5 47.1

VDST-SL [17]
5 49.49 –
8 48.01 –

ADVSE-QGen [34] 5 50.66 47.47

TPG-SL [38] 8 48.77 –

CSQG [35]
5 53.2 52.4
8 54.4 53.9

ours
5 55.3 53.7
8 55.9 54.8

NewGame

SL [11]
5 40.8 44.6
8 40.7 –

VDST-SL [17]
5 45.94 –
8 45.03 –

ADVSE-QGen [34] 5 47.03 44.7

CSQG [35]
5 49.9 48.1
8 51.7 49.7

GDSE-SL [24]
5 47.8 –
8 49.7 –

VilBert-Questioner [30] – 52.5 –

ours
5 52.6 50.1
8 53.3 51.5

Table 2: Task success rate for RL mod-
els. The results of the baseline models
are from its original paper.

New Object

Max turn Greedy BSearch

RL [31]
5 60.3 60.2
8 58.2 53.9

VQG [37] 5 63.6 63.9

ISM [1] – 64.2 –

Bayesian [2] 5 62.1 63.6

RIG as rewards [25] 8 63 63.08

RIG(0-1 rewards) [25] 8 63.19 62.57

VDST [17]
5 67.07 67.81
8 70.55 71.03

ours
5 69.3 68.9
8 71.8 72.1

New Game

RL [31]
5 40.8 44.6
8 40.7 –

VQG [37] 5 60.7 60.8

ISM [1] – 62.1 –

RIG as rewards [25]
5 59.8 60.6
8 59 60.21

RIG(0-1 rewards) [25] 8 61.18 59.79

VDST [17]
5 64.36 64.44
8 67.73 67.52

GDSE-CL [24]
5 53.7 –
8 58.4 –

ours
5 66.4 65.9
8 67.9 66.7

where we use images from the training set but change the target object; and
New Game, where we use data from the test set with both images and targets
being new. We conduct the experiments with 5 and 8 rounds of dialogues based
on beam search or greedy search, respectively.

It is important to note that the focus of recent research has shifted to building
Guesser vs. Oracle models rather than QGen model improvements. Due to this
trend, no newer QGen models are available for comparison. Nevertheless, our
work is dedicated to improving and optimizing the performance of QGen models
and demonstrating the effectiveness of our proposed approach by comparing it
with classical methods.

We compare our model with several existing models and report the results in
Table 1 and Table 2. We categorize the models into SL models and RL models.
Table 1 shows that our model achieves the highest success rate among the SL
models. It can be seen that our model not only outperforms the other supervised
learning models but also outperforms the QGen model that uses a pre-trained
visual language encoder (VilBert-Questioner). Our model reaches a success rate
of 55.9% on New Object and 53.3% on New Game, establishing new state-of-the-
art results with SL. Table 2 shows that our model also exceeds the RL models,



Table 3: Rate of games with repeated
questions of different questioner mod-
els. OCVD-SL refers to OCVD models
trained using supervised learning only.

% Games with Repeated Q’s

SL [11] 93.5

RL [31] 96.47

GDSE-SL [24] 55.8

GDSE-CL [24] 52.19

VDST-SL [17] 40.05

VilBERT-Questioner [34] 32.56

OCVD-SL 31.85

VDST [17] 21.9

ours 18.73

Human N/A

Table 4: Experimental results of abla-
tion studies.

Model New game

OCVD(full model) 66.4

w/o similarity score 66.0

w/o Category selec-
tion module 64.9

w/o Category infor-
mation 64.36

achieving a 72.1% success rate on New Object and a 67.9% success rate on New
Game, which indicates the effectiveness of OCVD.

Repeated questions: Besides the task success rate, another important as-
pect of evaluating QGen model is the quality of the generated question, such as
its relevance and informativeness and the avoidance of redundancy. To measure
the quality of questions, we use the rate of games with repeated questions. Ta-
ble 3 shows the rate of games with repeated questions for different models. From
the results, it can be easily found that our OCVD has the lowest rate of games
with repeated questions.

Qualitative results: Figure 4 shows some dialogue samples generated by
our OCVD model and a baseline VDST model. We can see that our model can
effectively generate relevant questions based on the object categories in the im-
age. Furthermore, the object categories can be dynamically updated according
to the answers. For instance, in the first example, the image contains three pos-
sible object categories: “people, car, skateboard”. The model first asks if the
target object is a person. When the answer is “no”, it switches to another object
category until the answer is “yes”. After determining the target object category,
it will ask more specific questions to identify which car it is. In comparison,
under the same training settings, the VDST model fails to learn this question-
ing strategy and generates unnatural dialogues. As illustrated in Figure 5, we
visualize the learned attention graph. The regions enclosed in red boxes signify
higher attention weights, and we depict the bounding boxes corresponding to
the first five highest scores.

Ablation Studies: To verify the effectiveness of our proposed Object Cate-
gory based Visual Dialogue (OCVD) model, we conduct a series of ablation ex-
periments on the GuessWhat?! dataset. We use the greedy search and maximum
of 5 questions on the test set and separately investigate different components of
our model. The ablation experiment result shows in Table 4.



OCVD：
is it a person?
is it a skateboard?
is it a car? 
is it the one in the middle？ 

no
no
yes
yes

VDST：
is it a person?
is it a skateboard?
is it a skateboard? 
is it a tree? 
is it a skateboard? 

no
no
no
no
no

OCVD：
no
yes

VDST：

no
no
no
no
no

is it a dog?
is it a cake? 

is it a dog?
is it a chair?
is it a table? 
is it a dog? 
is it a table? 

Table

Cake Dog

Person
Person

Skateboard

Skateboard
Car

Car

Fig. 4: Game examples of guessing the target object. The target object is high-
lighted in the green box.

0.36

0.21
0.09

0.04

0.02

Q1: Is it a person? Q2: Is it a skateboard? 

Answer:No 

0.41

0.32
0.28

0.01

0.04

Q3: Is that the one on the far left 

Answer:Yes 

0.21

0.14
0.11

Answer:No 

0..04

0.09

Fig. 5: Learned Attention Visualization with Top Five Highest Scores

First, the component that calculates the similarity score between visual fea-
tures and the selected category is removed. This component guides the model
to concentrate on object features of the same category. The results show that
without this component, the task success rate of our model decreases by 0.4%
without the similarity score calculation. This indicates that this component is
effective in guiding the model to generate category-related questions by focusing
on the relevant object features.

Second, the category selection module is omitted, which dynamically adjusts
the category information based on the answers to implement a linear search
questioning strategy. The results show that randomly selecting category infor-



mation instead of dynamically adjusting it according to the answers results in
a 1.1% decrease in our model’s task success rate. Therefore, we conclude that
the category selection module plays an important role in improving the model’s
performance.

Finally, we delete the category information part, which helps the model with
additional object category information to generate more targeted questions. The
results show that removing the category information decreases the task success
rate of the model to 64.36%, which is lower than the task success rate of the
full model. Therefore, we argue that the consideration of category information is
valid for generating more effective questions. Overall, the ablation experiments
demonstrate the effectiveness of our proposed OCVD model in generating more
diverse and effective questions by utilizing the object category information.

5 Conclusions

In this paper, we propose a novel question generation model, Object Category
based Visual Dialogue (OCVD), which uses object category information as a clue
for generating valid questions. This approach aims to help the model identify the
target object by its category. We train the OCVD model on the GuessWhat?!
dataset and the results show that it can implement an effective linear search
strategy based on object categories. In addition, the model performs well on
the GuessWhat?! task, which indicates that using object category information
is effective for question generation. Ablation experiments further confirm that
object category information plays a vital role in enhancing the OCVD model
performance. Specifically, when object category information is removed, the per-
formance of the model significantly decreases, and the quality of the generated
dialogues is substantially reduced. The OCVD model exhibits promise for ex-
tensibility across diverse visual language tasks. Specifically, within educational
contexts, the OCVD model can enhance learning by generating image-related
questions. These questions serve to assess students’ understanding of visual con-
tent and encourage in-depth exploration of educational material. We argue that
the OCVD model’s utility extends beyond the GuessWhat?! visual dialog task,
making it applicable to a broader range of visual dialog tasks, including generat-
ing datasets for conversations about images, highlighting the model’s potential
in supporting various aspects of visual learning. Nevertheless, it should be noted
that this study only considers the category information of objects in images and
does not incorporate other important attribute information such as color, shape,
and location. Thus, in the future, we will incorporate multiple attribute infor-
mation to generate more effective and natural questions. Furthermore, we will
explore optimization methods for question generation strategies to enhance the
performance of the model. Furthermore, we will explore ways to optimize the
GuessWhat?! dataset [16,26] to improve the performance of the model.
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23. Shekhar, R., Venkatesh, A., Baumgärtner, T., Bruni, E., Plank, B., Bernardi, R.,
Fernández, R.: Beyond task success: A closer look at jointly learning to see, ask,
and guesswhat. In: North American Chapter of the Association for Computational
Linguistics (2018)
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