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Abstract. Text-driven human motion generation is gaining momentum lately
thanks to its great potential in shaping the new pathway of interactive computer
graphics in the era of AI. Despite the enormous efforts made so far, existing meth-
ods still struggle to ensure fluidity and body coordination when generating mo-
tions, which seriously hinders its application in a wide spectrum of areas such as
gaming, animation, and the emerging metaverse. One of the many causes is, that
learning directly from motion data is prone to interference from noise within the
data, resulting in reduced quality of the generated motions. In this study, we for
the first time propose to promote text-to-motion generation via out-of-distribution
detection in the embedding space. Leveraging the Z-score-based outlier detection
algorithm, we apply masking to motion data within the motion encoder and re-
place target data with means, ensuring the consistency of data distribution. To
verify the effectiveness of the proposed method, we have conducted extensive
experiments on the widely used KIT-ML dataset. Experimental results indicate
that compared to previous frameworks, our solution significantly improves the
quality of text-driven human motion generation.

Keywords: Text-driven human motion generation · Z-score · Out-of-distribution
detection · Outlier rectification.

1 Introduction

With the rapid advancement of AI-generated content (AIGC) technology, text-driven
human motion generation is gaining increasing interest due to its unique advantage
in content creation efficiency and productivity. In contrast to old-school manual ap-
proaches with the aid of computer graphics tools, AI-powered interactive motion con-
tent creation based on text revolutionizes the experience of human-computer interaction
in virtual human animation by providing the most natural and convenient pathway that
is accessible to both the professionals and the wide amateur end users. This has un-
locked the huge application potential of digital avatars in areas such as film, animation,
gaming, media, and virtual reality.
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The core mission of text-to-motion generation is to create an action sequence based
on a specified descriptive text, However, previous research still falls short of motion di-
versity and quality. Firstly, there is a lack of diversity in the generated content, That is,
under the same input conditions, similar output can be produced. For instance, for the
input text "a person is running," the generated results should exhibit diversities with re-
gard to running paths, speeds, and distances. Secondly, the quality of generated motions
is far from being satisfactory for challenging textural descriptions. Intricate input text
embodies a more substantial amount of action semantics and motion sequence informa-
tion, posing a challenge for the model to generate high-quality motions. Additionally,
existing schemes exhibit limitations when dealing with long motion sequences. Con-
strained by the duration of the longest motion sequences in the training data and the
model’s learning and generative capabilities, the quality of the generated long motions
becomes increasingly unstable.

With the advent of advanced AIGC techniques such as the transformers [32], dif-
fusion models [12, 26] and large pre-trained language models [20, 7, 25, 24], the afore-
mentioned issues have been partially addressed. Nevertheless, the generated human mo-
tions still exhibit some deficiencies, such as limb jittering, floating, and uncoordinated
limb movements. This is not because the models are incapable of accurately captur-
ing the semantics of human motion, but because they have learned noise information
from the training data in the motion embedding stage. Most of the existing datasets are
derived from annotated motion capture data, in which the inherent minor noise within
the data may affect the data distribution, subsequently diluting the quality of generated
motion.

Outliers are data items that significantly differ from the distribution of other data in
the dataset [27]. They might be genuine samples that are naturally present in the dataset
or could result from errors caused by human factors such as measurement or experimen-
tation. Within human motion data, noise might be recorded when using motion capture
devices. This noise data can subsequently impact the recognition of human joint points
and annotations for specific tasks, thereby degrading the quality of the dataset.

Statistical-based outlier detection methods rely on mathematical models, where the
crux is to construct a probability model or distribution for a given dataset to pinpoint
anomalies. Distance-based outlier detection methods determine outliers based on the
distances between sample points in the dataset. In this approach, outliers are defined
as points whose distance from the majority of the sample points in the dataset ex-
ceeds a certain threshold. Various distance metrics can be chosen, such as Euclidean
distance, Minkowski distance, and Manhattan distance. Density-based outlier detection
primarily operates on the density variations within a dataset. The algorithm segregates
sample points in the dataset into different clusters based on density differences, where
sparse and anomalously dense sample points are considered outliers. Cluster-based out-
lier detection methods partition the original dataset into different clusters based on data
features. Those sample points that are not grouped with the majority and are fewer in
number can be regarded as outliers.

In light of the aforementioned observation and analysis, we propose to enhance the
quality of text-driven human motion generation via outlier detection. This study for
the first time introduces Z-score based out-of-distribution detection and rectification to
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the text-driven human motion generation task. While human motion data possesses the
general characteristics of sequential data, there are relatively limited feature points on
a single-frame level. Consequently, distance or density is not suitable as standard met-
rics for feature measurement. Instead, statistical distribution assumptions can represent
these data features comprehensively. Moreover, the motion encoder maps motion data
to a latent space with a Gaussian distribution. Therefore, we propose to use the Z-score,
a statistical-based method, as the outlier detection algorithm under the assumption that
data follows a Gaussian distribution. Our method applies outlier masks to the original
motion features and rectifies outliers with mean values, effectively filtering out abnor-
mal features from the training data and denoising features during the encoding phase.
Such a solution boosts the motion encoder’s ability to extract meaningful features from
the data, significantly improving the quality of text-based human motion generation.

2 Related work

Methods based on GANs. The GAN [9] is a classic generative model that enhances
the generator’s ability to approximate the real data distribution by pitting a discrim-
inator against a generator, thereby producing realistic data samples. Text2Action [1]
utilizes a sequence-to-sequence GAN model composed of a text encoder based on an
RNN structure and a motion decoder. By constructing a cross-modal joint embedding, it
maps text and motion into the same space, sampling from it to generate diverse human
motions. DVGANs [16] assess the output of convolutional layers at each time scale and
frame through a dense validation method, improving the quality of generated motions.
However, due to the irregularity of human movements and the variable-length nature of
temporal data, GAN-based methods face challenges in learning motion data features in
training.

Methods based on autoencoders. Autoencoders learn to encode input data into
low-dimensional feature vectors and then decode them to reconstruct the original data,
thereby achieving the learning of data features. Lin et al. [15] proposed a sequence-
to-sequence autoencoder framework that includes a text encoder based on LSTM [19]
and a motion encoder based on GRU [5]. However, a simple fusion of text and mo-
tion features leads to some generated motions not being accurately aligned with text
descriptions. Language2Pose [2] employs both text and motion encoders to map in-
put text and motion into a joint embedding space and then generates human motion
sequences through a motion decoder. Ghosh et al. [8] used autoencoders to separately
learn the joint embedding space between the human body’s upper and lower limb move-
ments and natural language. They then generated an overlay of whole-body movements
via a motion decoder, but the different limb movements did not always successfully
overlay. MotionCLIP [29] adopts a Transformer-based autoencoder to align the feature
space of human movement with the feature space of CLIP (contrastive language-image
pretraining) [23], thus establishing a mapping relationship between text and human mo-
tion. By leveraging the prior knowledge of CLIP in the visual domain, MotionCLIP can
generate human movements using abstract and stylized language. Autoencoders encode
data into fixed-length vectors, which limits the cross-modal mapping of text and motion
data, reducing the quality of the generated movement.
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Methods based on variational autoencoders. To introduce randomness, the varia-
tional autoencoder maps input data to a predetermined prior distribution (usually Gaus-
sian) during the encoding process, and then samples from this distribution to generate
new data samples with randomness and diversity. Guo et al. [10] proposed an autore-
gressive text-to-motion generation framework based on variational autoencoders, uti-
lizing the features extracted by the text encoder to autoregressively generate variable-
length motion sequences. TEMOS [21] uses Transformer-based motion and text en-
coders to separately learn the distributions of motion and text spaces, and aligns these
two spaces into a Gaussian distribution space through KL divergence. It then samples
from it, generating human motion sequences through a decoder.

Traditional variational autoencoders typically use a continuous Gaussian distribu-
tion to represent the latent space of the data. However, this representation might lead to
information loss, affecting the cross-modal mapping between text and action. In con-
trast, the Vector Quantized Variational Autoencoder (VQ-VAE) [31] uses discrete vec-
tors to represent data in the latent space. This helps to decouple the latent space, en-
abling the model to learn data features more precisely. Recent studies such as TM2T [11],
T2M-GPT [33], and MotionGPT [13] also try to encode motion data into "motion to-
kens" using VQ-VAE, transforming the text-driven motion generation task into a trans-
lation task between natural language and motion sequences. This discrete motion repre-
sentation allows for a more accurate establishment of the mapping relationship between
text and motion, learning the semantic coupling in text and motion data.

Methods based on diffusion models. The fundamental principle of diffusion mod-
els is to sample initial noise from a known simple distribution (usually a Gaussian dis-
tribution), and incrementally add noise during the diffusion process to approximate the
probability distribution of the target data, and finally produce high-quality samples by
progressively removing the noise [12, 26]. MotionDiffuse [34] is the first text-to-motion
generation method based on diffusion models, capable of producing motions of any de-
sired duration. Through "noise interpolation," it achieves fine-grained control between
different body parts. MoFusion [6], FLAME [14], and ReMoDiffuse [35] all utilize
Transformer-based encoders and diffusion model architectures to achieve diverse, high-
quality, and variable-length motion generation. While diffusion models can produce
high-quality and diverse motions, their training process is generally time-consuming
and computationally intensive. Moreover, controlling noise during the diffusion pro-
cess is challenging, leading to potential issues in generated results such as uncoordi-
nated movements and limb clipping. Some research has optimized diffusion models to
address these concerns. MDM [30] makes the generation process of diffusion models
more controllable by predicting the motion sequence itself during the denoising process.
MLD [4] executes the diffusion process on the latent code of low-dimensional motions
in the latent space, significantly reducing computational overhead during the training
and inference phases, making it two orders of magnitude faster than other diffusion
models that operate directly on the original motion sequences.

The core focus of current research on text-driven human motion generation is the
cross-modal fusion of text features and motion features. Researchers generally adopt at-
tention mechanisms [32], diffusion models [12, 26], and pre-trained models to improve
the quality of generated motions. However, current methods still struggle to effectively
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handle anomalous data. Even if the model has a strong learning capacity, it can easily
be disrupted by abnormal features, thus affecting the quality of the generated motion.
Therefore, this study is dedicated to promoting text-driven motion generation with the
newly developed out-of-distribution detection and rectification scheme.

Fig. 1: Framework of the proposed text-driven human motion generation method via
out-of-distribution detection and rectification. First, the motion data is mapped through
a linear layer to produce a motion embedding. Next, outlier detection algorithms are
used to identify values with anomalous distributions, and denoising of the input fea-
tures is achieved through masking and mean replacement. The data then undergoes a
non-linear feature transformation via a Multi-Layer Perceptron (MLP). The denoised
features are fed into the motion encoder, while the text encoder provides textual fea-
tures, facilitating cross-modal feature fusion between the two. Finally, samples are
drawn from the joint embedding space, and a motion sequence is generated via the
motion decoder.

3 The proposed method

The framework of the proposed text-driven human motion generation method is shown
in Figure 1. A core idea of our method is to detect outliers in the motion data and
then rectify the features to improve the quality of generated motions. In our work,
TEMOS [21] serves as the foundation architecture, which learns the distribution of the
motion space from motion data through a Transformer-based variational autoencoder.
Details of the proposed pipeline are as follows.
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Firstly, we identify outliers in the motion data and perform rectification using the
proposed masking scheme before being fed into the motion encoder. The selection of
outlier detection algorithms can have an influence on the quality of generated content.
As aforementioned, there are various outlier detection algorithms in the literature such
as the density-based method Local Outlier Factor (LOF) [3], the machine learning-
based method Isolation Forest [17], and the statistical method Z-score. In our imple-
mentation, we adopted Z-score, a.k.a. the standard score, as the out-of-distribution de-
tection algorithm. The reason is that the Z-score assumes that the data is normally dis-
tributed, which is in line with the distribution of data features from the motion encoder.
The principle of using the Z-score for outlier detection is that the larger the absolute
value of a data point’s Z-score, the greater its deviation from the sample mean. If the
Z-score exceeds the set outlier threshold, then that data point is considered an outlier.
The calculation formula is as follows:

Z =
xM − µM

σM
(1)

Where Z represents the Z-score value, xM denotes the motion data, µM is the mean
of motion, and σM is the standard deviation of motion.

The purpose of outlier masking is to retain non-outlier data in the input. This is
achieved by generating a binary tensor of the same dimension as the input data to indi-
cate the status of each data point. In this tensor, positions with a value of 0 correspond to
data identified as outliers, while positions with a value of 1 indicate normal data points.
This binary mask is then multiplied with the original data, setting all data positions
flagged as outliers to 0, while the values of normal data points remain unchanged.

Secondly, to prevent the removed outliers from affecting subsequent computations
and to maintain the Gaussian distribution characteristics of the data, the values at the
positions of outliers are replaced with the mean value of the original motion data. This
is done by adding a mean tensor that is multiplied by the inverse mask, where 1 becomes
0 and 0 becomes 1.

Lastly, the processed data undergoes a nonlinear transformation through a multi-
layer perceptron to compensate for potential information loss during outlier processing,
aiming to approximate the latent features present in the original data as closely as possi-
ble. Figure 2 visualizes the out-of-distribution detection and rectification. Although the
outlier detection algorithm based on Z-score is relatively straightforward in principle,
it exhibited superior performance compared to LOF and Isolation Forest. This can be
attributed to the Z-score algorithm’s assumption that data follows a normal distribution,
and in the text-to-motion generation framework, the Actor encoder also maps motion
data features to a space with a normal distribution.

For the input text, we use the pre-trained language model DistilBERT [25] to trans-
form it into text features, which are then passed to the text encoder to learn the latent
space of the text. Subsequently, a cross-modal fusion is performed with the latent space
output from the motion encoder. The specific method aligns these two latent spaces
into the shared feature space using KL divergence. Afterward, we can randomly sample
from this shared feature space and generate motion sequences via the motion decoder.
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Fig. 2: Visualization of out-of-distribution detection and rectification. (a) the original
motion features; (b) the denoised motion features; and (c) the removed noise features.
The x-axis and y-axis represent the latent space dimension (256) and the number of
frames in motion data, respectively. The varying shades of color indicate the degree of
deviation from the normal values. It can be observed that there is a significant difference
between the motion features before and after denoising. The denoised motion features
show a smoother color distribution compared to the original motion features.

Following TEMOS [21], the total loss is composed of three terms as follow:

Ltot = Lgen + λKLLKL + λcmeLcme, (2)

where Lgen is used to measure the consistency between the generated motion and the
groud-truth one, LKL is designed to minimize the Kullback-Leibler (KL) divergences
between the text embedding and motion embedding, and Lcme is the cross-modal em-
bedding similarity loss.

4 Experiments

4.1 Dataset and evaluation metrics

Dataset. In this paper, we use the widely-used public KIT-ML (Motion Language) [22]
as our dataset for experimental studies. This dataset was constructed using the motion
capture data processing framework, the Master Motor Map (MMM) [28], which builds
standardized human models from motion capture data and appends textual descriptions
to these motions. The dataset comprises 111 distinct subjects, with a total of 3,911
motion actions that cover a combined duration of 11.23 hours. In addition, there are
6,278 text annotations (52,903 words in total) in this dataset.

Evaluation Metrics. To evaluate the effectiveness of the proposed method, we
adopted the same metrics as those in [21], including Average Positional Error (APE)
and Average Variance Error (AVE). These two metrics assess the quality of the gen-
erated motion by calculating the average positional error and average variance error
between the generated motion and the ground truth motion at corresponding joints, re-
spectively. Formally, we calculate the APE LAPE

j and AVE LAV E
j of the j-th joint as

follows [21]:
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LAPE
j =

1

NsNf

∑
n∈Ns

∑
f∈Nf

∥∥∥Mf
j − M̂f

j

∥∥∥
2
, (3)

LAV E
j =

1

Ns

∑
n∈Ns

∥σj − σ̂j∥2, (4)

where
σj =

1

Nf − 1

∑
f∈Nf

(
Mf

j − M̃f
j

)2

∈ R3. (5)

Here, Ns and Nf represent the total numbers of samples and time frames, respec-
tively; n means the sample index in Ns and f means the frame index in Nf ; M repre-
sents the motion sequence while M̂ is the average value of the joint over time.

We evaluated the AVE and APE of root joint error, global trajectory error, mean lo-
cal error, and mean global error. Among them, the root joint error means the error of the
human body’s root joint in the 3D Cartesian coordinate system. The global trajectory
error represents the global trajectory error of the human body’s root joint in the XOY
plane coordinates during movement, assessing the trajectory accuracy of human move-
ment on the horizontal plane. Mean local error indicates the average error of joints in the
human body’s local coordinate system, used to evaluate whether the positions of vari-
ous parts relative to the root joint are accurate. Mean global error represents the average
error of joints in the human body’s global coordinate system, assessing the position ac-
curacy of all joints in the global coordinate system. The smaller these evaluation values,
the higher the quality of the generated motion.

4.2 Experiment configuration and training details

For a fair comparison, we adopted the same experiment settings as TEMOS with re-
gard to data preprocessing, training parameters, and evaluation. All experiments were
conducted on a workstation equipped with a 12th Gen Intel(R) Core(TM) 9-12900K
CPU, with CUDA 12.2 supporting an NVIDIA GeForce RTX 4090 GPU, and running
Ubuntu 20.04 as its operating system.

Our encoders and decoders all consist of 6 Transformer layers, with each layer
utilizing 6 multi-head attention heads. The dimension of the intermediate layer is set at
1024, and a dropout rate of 0.1 is applied. For model training, we employed the AdamW
optimizer with a learning rate of 0.0001 and a batch size of 32, conducting training over
1000 epochs. Figure 3 illustrates the training loss curves with regards to the APE and
AVE of root joint and mean pose.

4.3 Comparisons between different text-driven human motion generation
methods

To demonstrate the superiority of the proposed method, we compared it with three peer
models, including Lin et al. [15], Language2Pose [2] and Ghosh et al. [8]. For the
methods of Lin et al., Language2Pose, and Ghosh et al., we adopted the open-source
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Fig. 3: The training loss curves with regards to the APE and AVE of root joint and mean
pose.

Table 1: Comparison between different text-driven human motion generation methods.
Methods Average Positional Error LAPE ↓ Average Variance Error LAV E ↓

root joint global traj mean local mean global root joint global traj mean local mean global
Ghosh [8] 1.291 1.242 0.206 1.294 0.564 0.548 0.024 0.563
Language2Pose [2] 1.622 1.616 0.097 1.630 0.669 0.669 0.006 0.672
Lin [15] 1.966 1.956 0.105 1.969 0.790 0.789 0.007 0.791
TEMOS [21] 1.153 1.144 0.105 1.166 0.534 0.533 0.005 0.537
Ours 1.040 1.031 0.105 1.054 0.453 0.453 0.005 0.456

evaluation code provided by TEMOS [21], ensuring that the results are consistent with
the data presented in the original papers of TEMOS.

As shown in Table 1, the proposed method shows significant performance gains in
terms of most of the selected evaluation metrics. Specifically, for the metric of APE
LAPE , our method reduces the APEs with regards to root joint, global traj, and mean
global by 9.8%, 9.9%, and 9.6%, respectively, compared to TEMOS [21]. While for
the mean local APE, Language2Pose [2] achieves the best performance among all peer
methods. In addition, compared to TEMOS, the proposed method lowers the APEs
LAV E with regards to root joint, global traj, and mean global by 15.2%, 15.0%, and
15.1%, respectively, and is comparable to TEMOS in terms of mean local. These ex-
perimental results demonstrate the superiority of the proposed method in text-driven
human motion generation.

To further investigate the efficacy of different methods, we have also carried out
a qualitative study and compared the generated motions using our method with those
using the state-of-the-art TEMOS. Figure 4 illustrates three groups of generated mo-
tion sequences using TEMOS (rendered in blue, top row) and our method (rendered in
green, bottom row). To showcase the details of human motion, we utilized the human
parametric model SMPL [18]. The different shades of color are used to visualize the
movement over time of a 3D human model where lighter blue or green color indicates
the early stage of a motion. For the instance of "A person walks in a circle", the result
generated by TEMOS has issues with abnormal body positioning. In the example of "A
person is jumping long", our method depicts the process of a person squatting down,
gathering strength, and jumping up more accurately. For the case of "A person bends
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A person walks in a circle. A person is jumping long.

A person bends down to
pick up something and
then stands up.

Fig. 4: Visual comparison between the generated motion sequences using TEMOS (ren-
dered in blue, top row) and our method (rendered in green, bottom row). The different
shades of color are used to visualize the movement over time of a 3D human model
where lighter blue or green color indicates the early stage of a motion.

down to pick up something and then stands up", the action is expected to be completed
in place, but the motion generated by TEMOS exhibits a significant displacement from
the lighter frames to the darker ones. These results further verify the superiority of the
proposed method.

4.4 Comparison between different outlier detection algorithms

To evaluate the performance of different outlier detection algorithms, we conducted
an experiment comparing the Actor encoder from the original TEMOS [21] with the
Actor encoder integrated with various outlier detection algorithms. Given that the Actor
encoder maps motion data to a normal distribution space, and in a normal distribution,
approximately 95% of the data lies within two standard deviations from the mean, we
uniformly set the outlier threshold for the outlier detection algorithms at 5%. For fair
comparison, we adopted the same random seed for all methods in each round of test, and
performed the experiments with 10 different seeds for the average. The experimental
results are shown in Table 2.

From the experimental results, it can be observed that on both APE and AVE met-
rics, the performance of the Actor+Z-score and Actor+LOF methods surpassed the orig-
inal Actor method. Among the four methods, Actor+Z-score exhibited the best perfor-
mance, showing the lowest errors in all evaluation metrics except for "mean local AVE".
Actor+iForest only had a slight improvement over Actor in the AVE metric. Therefore,
this study ultimately chose Z-score as the outlier detection algorithm.
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Table 2: Comparison between different outlier detection methods.
Methods Average Positional Error LAPE ↓ Average Variance Error LAV E ↓

root joint global traj mean local mean global root joint global traj mean local mean global
Actor 1.153 1.144 0.105 1.166 0.534 0.533 0.005 0.537
Actor+Z-score 1.074 1.065 0.105 1.087 0.466 0.465 0.005 0.469
Actor+LOF 1.113 1.104 0.105 1.126 0.486 0.485 0.005 0.489
Actor+iForest 1.196 1.187 0.107 1.210 0.531 0.530 0.005 0.533

4.5 Evaluation of different thresholds for outlier detection

In statistics, the Z-score indicates how many standard deviations a data point deviates
from the population mean. To investigate the impact of different Z-score thresholds
for outlier detection on motion generation quality, we empirically selected 1.00, 1.96,
2.00, and 3.00 as the test conditions. The resultant outlier proportions using these three
thresholds are 31.73%, 5%, 4.55%, and 0.27%, respectively, in which the proportion
of 5% is widely used in previous studies, and thus was also included in our evaluation.
The experimental results are shown in Figure 5. As can be seen from the figure, the per-
formance with regards to the APE and AVE metrics is comparable with 1.00, 1.96, and
2.00 as the thresholds. However, when the Z-score threshold is set to 3, we can observe
a noticeable performance gain in all eight groups. This is in line with the assumption
that in a normal distribution, outliers are distributed beyond three standard deviations
from the mean.

Fig. 5: Evaluation of different thresholds for outlier detection.
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Table 3: Ablation study.
Methods Average Positional Error LAPE ↓ Average Variance Error LAV E ↓

root joint global traj mean local mean global root joint global traj mean local mean global
Z-score 1.072 1.063 0.105 1.085 0.489 0.488 0.005 0.491
Z-score+Linear 1.140 1.131 0.105 1.153 0.498 0.498 0.005 0.501
Z-score+MLP 1.040 1.031 0.105 1.054 0.453 0.453 0.005 0.456

4.6 Ablation study

During the process of integrating the outlier detection algorithm into the action encoder,
we employed a Multi-Layer Perceptron (MLP) to perform a nonlinear transformation on
the data. To verify the effectiveness of this structure, we designed three test conditions,
including the standalone outlier detection algorithm "Z-score", the outlier detection al-
gorithm with an added linear layer "Z-score+Linear", and the outlier detection algo-
rithm with an added Multi-Layer Perceptron "Z-score+MLP". Table 3 shows that with
regard to both APE and AVE metrics, the Z-score+MLP method consistently achieves
the lowest errors. In contrast, the Z-score+Linear method exhibited relatively higher er-
rors in multiple subcategories, especially in terms of average positional error, while the
performance of the Z-score method was in between. This ablation study validates the
effectiveness of the use of an MLP module in our framework.

5 Conclusion

In this paper, we have proposed an improved text-driven human motion generation
method via out-of-distribution detection and rectification. It aims to boost the qual-
ity of generated motions by integrating outlier detection algorithms within the motion
encoder for the first time. Extensive experiment results on the KIT-ML dataset demon-
strate that compared to peer methods, the proposed Z-score-based outlier detection and
rectification solution significantly enhances the quality of generated motions. Future
work will focus on adaptive adjustments to different data distributions and parameters
of the outlier detection algorithm.
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