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Abstract

We introduce deformable interaction analogy (DINA) as a means to generate close interactions between two 3D objects. Given a
single demo interaction between an anchor object (e.g. a hand) and a source object (e.g. a mug grasped by the hand), our goal is
to generate many analogous 3D interactions between the same anchor object and various new target objects (e.g. a toy airplane),
where the anchor object is allowed to be rigid or deformable. To this end, we optimize the pose or shape of the anchor object to
adapt it to a new target object to mimic the demo. To facilitate the optimization, we advocate using interaction interface (ITF),
defined by a set of points sampled on the anchor object, as a descriptive and robust interaction representation that is amenable
to non-rigid deformation. We model similarity between interactions using ITF, while for interaction analogy, we transform the
ITF, either rigidly or non-rigidly, to guide the feature matching to the reposing and deformation of the anchor object. Qualitative
and quantitative experiments show that our ITF-guided deformable interaction analogy works surprisingly well even with simple
distance features compared to variants of state-of-the-art methods that utilize more sophisticated interaction representations and
feature learning from large datasets.
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1. Introduction

Acquiring hand-object and object-object interaction data in
3D space can benefit several applications in AR/VR [1, 2, 3],
functionality and affordance analysis [4, 5], computer anima-
tion and physical simulation [6, 7, 8], as well as imitation learn-
ing in robotics [9, 10]. Reconstructing such data from pho-
tographs or laser scans [11, 12] is challenging due to the ill-
posedness of the problem, as well as object occlusions arising
from close interactions. Data-driven approaches to generative
modeling of 3D interaction data typically require large amounts
of training data to begin with [13, 14], resulting in a “catch-22”
situation.

In this paper, we present interaction analogy as a means
to generate close interactions between two 3D objects from a
single demo interaction. Specifically, the demo interaction is
between an anchor object, such as a rack, and a source object,
such as a mug that can be placed on the rack; see Figure 1(a)-
left. The goal of interaction analogy is to generate many analo-
gous 3D interactions, each between the same anchor object and
a new target 3D object such as a new mug or any other suitable
object for the anchor. Importantly, we allow the anchor object,
but not the source or target objects, to be non-rigid and hence
deformable. In the latter case, our current work focuses on non-
rigid articulated deformation of the hand, making it possible to
generate novel hand grasping in 3D, as shown in Figure 1(b).

We coin our problem and solution as deformable interaction
analogy, or DINA for short. To optimize relative positioning of
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the anchor and target objects, as well as deformation of the an-
chor, so as to mimic the demo interaction, we need to address
fundamental questions about how to represent and optimize 3D
interactions, and how to measure the similarity between the tar-
get and the demo interactions. Of the utmost importance is
to find a carefully designed representation which should be:
(1) sensitive to and characteristic of object-object interactions,
rather than the individual 3D objects; (2) robust against shape
variations of interacted objects; (3) amenable to non-rigid and
adaptive deformations, e.g., of the high degrees-of-freedom hu-
man hand; (4) controllable to facilitate deformable modeling.

We represent close object-object interactions by an inter-
face that is defined on the anchor object and in close proximity
to the interaction. We call it the interaction interface or ITF for
short. Specifically, the ITF consists of a set of points on the
anchor object (see Figure 2) and they are determined by prox-
imity to the intersection bisector surface (IBS) [15], which is
defined by a partial set of points equidistant to the anchor and
the source objects; see Figure 3. The IBS has been shown to be
an informative spatial descriptor of object interactions, while
robust against shape variations. Compared to the IBS and in
the context of DINA, ITF is even more robust again variations
of the source object since it resides on the anchor object which
is fixed. In addition, ITF, like IBS, enjoys the other desirable
properties listed above for interaction representation.

We model similarity, or analogy, between two object-object
interactions based on point-wise distances from the ITF to the
corresponding source object. Given a single demo interaction
and a new target object with a random pose, we use ITF to
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Figure 1: With a single demo interaction, our method can generate an analogous interaction (shown in two views) for a new object (red) in both rigid (a) and
deformable (b) settings. In (a), an interaction between the rigid rack and a new mug is generated. In (b), interactions with a variety of objects that vary significantly
from the demo mug are generated by deforming the hand for grasping: demo hand pose in blue transparent color; deformed hand in grey.

guide the optimization of the pose, articulation, and/or shape
of the anchor, adapting it to the target to produce a new in-
teraction as similar to the demo as possible, while penalizing
inter-penetrations between the interacting objects. Our DINA
is carried out as a two-step optimization. First, we perform rigid
interaction analogy (RINA) by computing a rigid posing of the
anchor object with ITF guiding the distance feature matching.
Then, from the RINA results, we locally deform the ITF, to-
gether with the anchor object, to bring the resulting point-wise
distance features closer to those in the demo interaction.

As our main contribution is deformable interaction analogy,
we perform extensive experiments on the hand grasping task to
compare with variants of state-of-the-art hand pose optimiza-
tion method ContactOpt [16] and other interaction representa-
tions based on the work of [17], both quantitatively and qualita-
tively. The results suggest that our ITF-guided interaction anal-
ogy works surprisingly well even with simple distance features,
outperforming other alternatives without using contact maps or
sophisticated feature learning from large-scale datasets. More-
over, experiments show that RINA guided by ITF can yield im-
provements over other options and it can also serve as a bet-
ter initialization for non-rigid deformation in other frameworks.
We summarize our contribution as follows:

• We introduce deformable interaction analogy (DINA) as
a means to generate interactions between two 3D objects;

• We propose interaction interface (ITF) which is a de-
scriptive and robust interaction representation;

• We conduct extensive experiments to show the superior-
ity of our approach on hand grasping generation task.

2. Related Work

Our problem setting bears resemblance to works on im-
age [18] and shape analogies [19], where the input consists of
three data entities, A, A′, and B, while the goal is to generate a
new analogous data entity B′ that relates to B in “the same way”
as A′ relates to A. In DINA, all the data entities are 3D objects,
and the relation to be modeled and imitated is an interaction
between the objects, with one and only one demo interaction

provided. Also relevant is motion retargeting [20, 21, 22, 23]
of animatable characters to adapt to new interactions. These
works focus on the human body as the anchor object, where
there always exists a natural correspondence between the source
and target objects, while we aim for a more general interaction
analogy between objects. Thus, our work is related to geomet-
ric representations of interactions in 3D space, generative mod-
eling of interactions, and one-shot imitation learning. In this
section, we cover prior works most relevant to DINA.

Geometric representation of interaction. There is a large body
of literature on representations of interactions between objects.
Early practice utilizes relative vectors [24] from one object to
another as the contact representation between interacting ob-
jects for scene synthesis, which is intuitive but not descrip-
tive enough for representation of complex interaction in scenes.
Zhao et al. [15] introduce a more sophisticated representation
IBS that describes topological and geometric relationships be-
tween objects, which is effective for scene completion and gen-
eration [25, 26]. This idea is further developed to estimate and
localize the functionality of 3D shapes [27, 28]. Pirk et al. [29]
track particles on one of the interaction objects and build a spa-
tial and temporal representation called interaction landscapes.
All of these works only focus on analyzing the interaction be-
tween two objects and interaction retrieval. Our work, in the
contrast, aims to facilitate the transition and deformation from
one object to another for deformable interaction analogy

Generative modeling of interactions. General object-to-object
interactions can be adopted to characterize functionalities of 3D
objects and constitute interaction contexts to demonstrate how
the object should be used [30] or synthesize interaction snap-
shots given high-level specifications such as language [31, 32,
33]. Modeling and analysis of more specific types of interac-
tions like hand-object interaction have also been an active field
of study, with a recent trend on generative modeling of human
grasps. Karunratanakul et al. [34] propose an implicit represen-
tation of human-object interaction to model the joint distribu-
tion of the object and hand in the corresponding grasping pose.
To improve the grasping quality, several works [35, 36, 16]
learn an affordance model to predict the contact regions on the
object surface or hand surface, providing guidance for grasp
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(a) Demo interaction (b) Interaction representation (c) Rigid interaction analogy (d) Deformable interaction analogy

Figure 2: An illustrative overview of our deformable interaction analogy method. Given a demo interaction (a) of a hand (the anchor object) grasping a joystick (the
source object), we first represent the interaction by an interaction interface (ITF) on the hand, with associated point-wise distances to the joystick. The ITF consists
of a set of points on the hand and they are determined by the intersection bisector surface (IBS) between the hand and the joystick. For a new target object, e.g., a
camera shown in (c), which is given in a random pose, to generate an analogous interaction (i.e., a grasping) by the hand, we first perform rigid interaction analogy
(c) by optimizing the global transformation of the ITF together with the hand. Finally, the hand is deformed so that the ITF can better fit the geometry of the camera
with a similar distance distribution to that in the demo, leading to a better hand grasping resembling the demo. The colormaps on ITF points shown in (c) and (d)
indicate the distance errors against those extracted from the demo interaction.

generation. The generated grasps can be further used as demon-
strations to train a policy that generalizes to unseen objects for
dexterous hand manipulation by imitation learning [37]. This
line of research learn and predict the grasping pose for a given
object based on a large-scale grasp dataset. Our method, on
the other hand, performs an interaction analogy with only a sin-
gle grasp demonstration and allows the hand to be locally de-
formed, making it more adaptive to the geometry of the new
target object.

One-shot imitation learning. Teaching a robot to perform ma-
nipulation tasks using few-shot demonstrations has been a long-
standing problem in robotics [38, 39, 40]. Yu et al. [10] pro-
poses one-shot learning from a video of a human conducting
tasks to build prior knowledge via meta learning. Combining
the prior knowledge and only a single video demo, the robot
can perform the task as the human did. The interaction anal-
ogy problem studied in our work is related to one-shot imita-
tion learning since both require only a single demonstration as
input. The main difference however, is that one-shot imitation
learning in robotics usually involves learning policy for more
complex behavior while we focus on a unit action such as an
interaction snapshot.

Neural descriptor field. Recent works on neural descriptor fields
(NDF) [17, 41] aim to solve a similar problem to DINA but
makes the assumption that all the objects involved are rigid.
These works characterize object interactions by sampling a fixed
set of query points around the anchor object. Such a set of query
points can be referred as a Basis Point Set (BPS) [42], which
has been shown to provide an efficient and compact means to
encode features of the anchor object alone, but not the interac-
tion between the anchor and other objects. Also, neither NDF
nor BPS has been considered for deformation modeling.

3. Method

3.1. Problem and representation
Given a demo interaction (Oa,Os), where Oa is the anchor

object that can be deformable and Os is the source object that is
to be replaced with a target object Ot given in a random pose,

(a) IBS & ITF (b) ITF distance feature (c) DINA

Figure 3: Determination of ITF based on IBS (a), ITF distance features (b), and
deformation of ITF to guide deformable interaction analogy (c).

our goal is to optimize the global pose T as well as local defor-
mation D of the anchor object Oa w.r.t Ot such that their inter-
action analogizes the demo interaction. Thus, the optimization
is formulated as:

{T̄ , D̄} = arg min
{T,D}

dist ( f (Oa,Os), f (T · D(Oa),Ot)) . (1)

where f (O1,O2) is the interaction representation between ob-
ject O1 and O2, and dist( f1, f2) is the corresponding distance
metric defined on two interactions.

Interaction representation. As our goal is to perform an inter-
action analogy, we would like the interaction representation to
capture the geometric features of the most important region re-
lated to the interaction and guide the deformation of Oa towards
Ot. Moreover, to deal with the target object given in arbitrary
poses, the features should be SE(3)-invariant.

To better characterize the demo interaction (Oa,Os), we uti-
lize the interaction bisector surface (IBS) [15], as it has been
shown to be robust to the local geometric details of interacted
objects in indexing their spatial relations. To extract the IBS, we
first sample a set of points on the surfaces of the two interact-
ing objects uniformly and compute the Voronoi diagram for all
those samples. The IBS is a surface mesh consisting of a sub-
set of the ridges of the computed Voronoi diagram, which lies
between the two objects. However, the computation complex-
ity of both IBS itself and the corresponding distance measure
makes it hard to use IBS directly for DINA.

To localize areas where interactions actually take place, we
further select the set of points on Oa that determine this IBS to
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form the interaction interface (ITF), denoted as Xa. Compared
to the IBS, which is separate from the interacting objects, ITF
is located on the surface of the anchor object Oa automatically
derived from IBS. Therefore, the deformation of the anchor
object can be naturally driven by ITF. For each point p ∈ Xa, we
record its shortest distance to the source object Os as d(p,Os) =
minq∈Os∥p − q∥2.

Figure 3 shows a 2D illustration of the computation and de-
formation of ITF, where the IBS is shown with a green line and
the ITFs before and after deformation are shown with blue and
red points, respectively.

3.2. Interaction analogy

Objective function. With the interaction between Os and Oa

represented by ITF pointsXa with point-wise distances {d(p,Os)},
the goal becomes to finding an optimal pose and valid deforma-
tion of Xa such that the point-wise distance to the target object
{d(T · D(p),Ot)} is as close to {d(p,Os)} as possible, as shown
in Figure 3 (c). Note that as the ITF points Xa are defined on
the anchor object Oa, we constrain the deformation space of Xa

to align with that of Oa. Thus, the objective function of Eq. (1)
becomes

LITF(T,D) =
∑
p∈Xa

|d(p,Os) − d(T · D(p),Ot)|. (2)

Moreover, to discourage heavy intersection between two
objects in the final interaction, we further add an explicit pene-
tration term that penalizes penetrations as in the work of [16]:

LPEN(T,D) =
∑

xi∈O
′

a

max((xi − xt) · nt, 0)

+ λ
∑

x j∈Ot

max((x j − xa) · na, 0),
(3)

where O
′

a = T · D(Oa) is transformed and deformed anchor
object, xt is the nearest point of xi on Ot with normal nt, and xa

the nearest point of x j on O
′

a with normal na. We set λ = 2 as
the normal of points on the anchor object is more reliable during
the analogy. The final objective of our interaction analogy is
defined as:

{T̄ , D̄} = arg min
{T,D}

LITF(T,D) + LPEN(T,D). (4)

Rigid-to-deformable optimization. Since the size and the ge-
ometry of the target object Ot can be quite different from those
of the source object Os, the original pose of Oa interacting with
Os might not fit well to Ot. We therefore need to not only trans-
form but also deform (if deformable) the anchor object Oa to
form an interaction better fitting the target object Ot.

To achieve this goal, a straightforward method is to opti-
mize the global transformation T and local deformation D si-
multaneously. However, this method is prone to local minima
since the search space is high-dimensional. It is common to
add an additional L1 regularization term on D to restrict the de-
formation of the anchor object in a reasonable pose and shape.
However, we find it difficult to balance the weights between the

Demo

Anchor

Target (c) RINA

(a) Weak regularization

(b) Strong regularization

(d) DINA

Figure 4: One-step vs. two-step optimization for interaction analogy.

regularization term and our objective function to obtain a gen-
eral solution. As shown in Figure 4 (a)-(b), optimization with
weak regularization usually results in an unnatural hand pose,
while strong regularization constrains the hand pose too much
such that it cannot form a reasonable grasping for the target ob-
ject.

To make the optimization more stable, we propose to use
a two-step optimization. The first step confines the optimiza-
tion on rigid transformation to obtain a relatively good initial
interaction for bootstrapping the local deformation in the sec-
ond step. We refer to the result of the first step as RINA for rigid
interaction analogy and the final result as DINA for deformable
interaction analogy.

To optimize the global pose of Xa relative to Ot, we first
move the centroid of Ot to the centroid of Os and randomly sam-
ple rotation and translation of Xa in this local frame. Specifi-
cally, the rotation is uniformly sampled from SO(3) and each
translation component is sampled from N(0, 0.01). We then
solve for the optimal rotation R and translation t that minimize
the objective function in Eq. (4). The optimization is repeated
for ten times with different initialization, and the optimal pose
with the lowest error is taken as the final result. It takes 0.2s to
extract the ITF representation from the demo interaction and 5s
to optimize one target object with a NVIDIA RTX 3090 GPU.

With the RINA result, we can further enable the local de-
formation of the ITF to improve the quality of interaction and
similarity to the demo. Since ITF is defined on the anchor ob-
ject, we use the deformable MANO model [43] as the anchor
object for hand grasping tasks. This model is parameterized by
the pose of all joints in a low-dimensional PCA space. We then
optimize the hand pose with the guidance of the ITF to obtain
the deformed anchor object together with the deformed ITF.

The last row of Figure 4 shows one example of our two-step
optimization process. We can see that the hand (anchor object)
gradually moves closer to the tiny banana (target object), guided
by the movement of the ITF points, and forms a rigid interac-
tion analogy in the first step. Starting from this interaction as
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an initialization, the hand is further deformed to form a tighter
grasping. Note how the distance errors of the ITF points are
minimized by both the rigid and the non-rigid optimization.

4. Results and Evaluation

We first perform quantitative and qualitative comparisons to
show that our method outperforms state-of-the-art methods and
justify our method design. Then, we show more diverse results
to demonstrate the effectiveness and generality of our approach.

4.1. Experiment setup

Dataset. Our experiments are mainly conducted on the hand
grasping task, based on the ContactPose dataset [44], which
consists of 2306 grasping poses of 25 objects. We include all
77 scanned objects from YCB dataset [45] as additional target
objects, which consists of objects of daily life with different
shapes and sizes. To evaluate interaction analogy, we construct
a test dataset with 5100 demo-target pairs on top of these inter-
actions and objects. In more detail, we sample 50 grasps from
ContactPose as demo interactions for each target object of the
102 objects from ContactPose and YCB dataset.

Evaluation metrics. To evaluate the similarity between the demo
interaction and analogy result, we first adopt several metrics
from ContactOpt [16] to measure the penetration and contact
region similarity, which includes:
• Penetration Volume and Difference (cm3) , denoted as V
and |∆V |. We voxelize the target object with an edge length of
5mm, and calculate the volume of the voxels inside the anchor
object surface. Meanwhile, we found that penetrations may oc-
cur in the demo interaction. Therefore, we further compute the
difference between the penetration volumes of the demo and
analogous interaction. A smaller penetration volume indicates
a more natural interaction, and a smaller penetration difference
suggests a more similar analogy to the demo interaction.
• Contact Precision/Recall/F1, denoted as P/R/F1. The con-
tact region is defined as the points on the anchor object within
2mm to the interacting object surface as [16]. The contact
region in each demo is used as the ground truth to compute
the precision, recall, and F1-score of that in the analogous in-
teraction. Larger values of these metrics indicate a more con-
formable analogy to the demo interaction, especially for the F1-
score.

To measure the geometric similarity between demo interac-
tion and analogous interaction, we further compute their IBS
difference as in the work of [15]. A smaller value of this metric
indicates higher similarity between the interaction type in the
analogy and the demo interaction.

4.2. Comparison to variants of ContactOpt

To the best of our knowledge, no previous work has stud-
ied the exact deformable interaction analogy problem, thus we
compare to several variants of the highly relevant work Contac-
tOpt [16]. Given an initialized rough hand-object interaction,
ContactOpt first uses a network called DeepContact pre-trained

Table 1: Comparison to three variants of ConcactOpt [16].

Method Penetration ↓ Contact ↑ Inter. ↓
V |∆V | P R F1 IBS

ContactOpt 10.0 4.97 0.42 0.51 0.44 7.56
C RINA I 8.53 4.19 0.47 0.53 0.47 7.21
C RINA C 7.24 3.62 0.48 0.52 0.49 6.96

RINA 6.19 4.77 0.42 0.51 0.46 7.22
DINA 5.43 3.34 0.52 0.57 0.53 6.83

Demo RINA DINA ContactOpt C_RINA_I C_RNIA_C

Figure 5: Visual comparison to variants of ContactOpt [16].

on the ContactPose dataset to predict both the object contact
map and hand contact. Then, the hand pose is iteratively opti-
mized to match the current contacts to the target contact maps
predicted by DeepContact.

Variants of ContactOpt. As one demo interaction is given in
the setting of interaction analogy, to let ContactOpt make full
use of the demo, we extract the hand contact map from the demo
interaction and always use it as the target contact map of the
hand during the optimization, while for the target contact map
of the target object, we use the one predicted by DeepContact.

Thanks to the two-step optimization, our method can get
intermediate result RINA with rigid transformation, which can
provide a better initialization for the following deformation for
DINA. To test the effectiveness of RINA, we consider another
two variants of ContactOpt: 1) C RINA I, which takes RINA
as the initialized interaction for further hand pose optimization;
2) C RINA C, which further uses the target object contact map
extracted from RINA instead of network prediction. Table 1
shows quantitative comparisons of our method (DINA) to all
those three variants of ContactOpt.

Results. When comparing C RINA I to ContactOpt, we can
see that based on the RINA initialization, the object contact
map predicted by DeepContact has a larger contact area, which
encourages the optimization to generate more contact between
the hand and the target and leads to the highest recall among
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all the methods while the precision is relatively low, as in origi-
nal DeepContact. Moreover, closer interaction also leads to the
highest penetration volume, which is the other reason for the
recall increase. When further using the contact map extracted
from RINA in C RINA C, the contact region is more accurate
and consistent with that of the hand, leading to much higher
precision and slightly lower recall, which results in an overall
higher F1 score with less penetration.

It is interesting to see that the performance becomes better
when using more and more information from RINA instead of
the network prior, which indicates that information extracted
by RINA from the demo is sufficient for deformable interaction
analogy without the need to train on a large interaction dataset.

When comparing all the variants of ConcactOpt to DINA,
we can see that DINA performs consistently better than the
original ContactOpt concerning all the metrics by a large mar-
gin, and also beats the other two variants in most of the metrics,
including penetration, F1, and IBS difference, thanks to our in-
formative interaction representation and robust optimization.

Figure 5 shows some visual comparisons of results obtained
using different methods. For the example shown in the first
row, the target object is much smaller than the source object, so
the contact region of RINA is relatively small when only rigid
transformation is optimized. As a result, variant C RINA C
that utilizes the most information of RINA cannot form a close
interaction, while DINA that performs ITF-guided local defor-
mation forms a tighter grasping. For the examples shown in
the second and third row, RINA has clear penetrations due to
significant geometry differences between the source and target
shapes, which DINA resolves better than all ContactOpt vari-
ants. The last two rows show examples with complex topology,
and we can see that DINA can better adapt the grasping pose
to the topology change. Overall, DINA gets consistently better
performance and visual results than all the ContactOpt variants.

4.3. Validation on interaction representation

To validate our interaction representation ITF associated with
point-wise distance feature, we compare to several variants us-
ing different choices of interaction points, point-wise features.
We also perform ablation study on each component of the ob-
jective of our interaction analogy.

Variants with different point selection. For the deformable in-
teraction analogy, the interaction representation should be dif-
ferentiable to the hand deformation, thus, ITF chooses to use a
subset of points on the surface of the anchor object that directly
participates in the interaction. Three other choices could be:
1) BPS [42], which was used in the work of [17] to guide the
one-shot imitation learning of object manipulation; 2) Anchor,
which uses all the surficial points of the anchor object regard-
less of whether each point plays a role in IBS determination;
3) Contact, which uses a pre-defined threshold to identify the
contact region on the anchor object as explained in Section 4.1.
Note that we take the same threshold (2mm) used for the eval-
uation, which means that this variant relies on more prior than
our method.

Table 2: Quantitative comparison to variants of our method using different point
selections and interaction representations.

Method Penetration ↓ Contact ↑ Inter. ↓
V |∆V | P R F1 IBS

BPS 2.80 4.89 0.34 0.18 0.21 8.98
Anchor 4.40 3.59 0.50 0.42 0.44 7.69
Contact 6.14 3.54 0.50 0.53 0.50 7.10

NDF-only 7.12 5.37 0.47 0.50 0.47 7.87
NDF+Dist 5.47 3.41 0.51 0.48 0.49 7.56
only LPEN 0.01 6.85 0.01 0.00 0.00 40.1
only LITF 12.5 6.56 0.49 0.59 0.52 6.72

DINA 5.43 3.34 0.52 0.57 0.53 6.83
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Figure 6: Visual comparison to variants of our method using different point
selections (a) and different interaction representations (b).

The first three rows of Table 2 show the results of those
three variants. Compared to our method’s results shown in the
last row, we can see that using BPS or the full anchor leads
to lower absolute penetration and a more significant difference
to the demo interaction, including lower recall, higher pene-
tration difference, and higher IBS difference. This is because
BPS or the whole anchor object over-constrains the optimiza-
tion with too many unnecessary points, whose distance may
become quite different for target objects with significant geo-
metric differences. On the other hand, when using the contact
region only, the optimization is under-constrained with too few
points, which results in extensive penetration and lower preci-
sion, although the recall is relatively higher as it uses the contact
region itself to guide the optimization. Some representative vi-
sual comparisons are shown in Figure 6(a), where we omit the
result of BPS as it has a similar but worse result than Anchor.

Variants with different point-wise features. To deal with the tar-
get object given in arbitrary poses, point-wise features should
be SE(3)-invariant, and our choice is the simple but effective
distance feature. To further justify the use of distance features,
we compare to two variants of our method using the SE(3)-
invariant point-wise feature relative to the Neural Descriptor
Fields (NDF) of the object proposed in the work of [17], which
we denoted as NDF. We retrained the NDF network with our
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Table 3: User study to score the generated results by geometric plausibility and
interaction similarity to the demo interaction.

Method Geometric plausibility ↑ Interaction similarity ↑
ContactOpt [16] 2.17 1.91

NDF [17] 1.63 1.78
Ours 2.20 2.31

test objects. So the two variants of our method using different
point-wise features are: 1) NDF-only, which replaces the dis-
tance feature with NDF; 2) NDF + Dist, which uses both NDF
and distance features to guide the optimization.

The fourth and fifth rows of Table 2 show the results of
those two variants. When comparing to the variant using NDF
only, our method with the distance term only yields consistently
better results, with less penetration, while using both distance
and NDF features did not show clear improvements. This com-
parison verifies that with our descriptive ITF points characteriz-
ing interactions, simple distance features already provide suffi-
cient and even more accurate guidance for interaction analogy.
Moreover, as NDF is a learning-based feature, we choose to
use the non-learning-based distance features for robustness and
better generality. Figure 6(b) shows some visual comparisons,
where we can see that results obtained with the explicit distance
term led to less penetration.

Ablation study on losses. The results of an ablation study on
losses are shown in the sixth and seventh rows of Table 2. Specif-
ically, these rows present the outcomes obtained when utilizing
only LPEN and only LITF in the interaction analogy optimization.
It is evident that LITF plays a crucial role in generating interac-
tions that closely resemble the demo, whereas LPEN primarily
contributes to reducing penetration between the hand and the
object. By incorporating both losses in our method’s objective
function, we achieve a more balanced performance.

4.4. User study

We conducted a user study involving 30 participants who
were asked to rank the generated results from our method, Con-
tactOpt [16], and NDF [17] based on their geometric plausibil-
ity and similarity to the given demo interaction. Participants
assigned scores ranging from 3 to 1, corresponding to the ranks
of 1 to 3. The results are presented in Table 3, where our method
obtained average scores of 2.20 and 2.31 for geometric plausi-
bility and interaction similarity to the demo, respectively. These
results suggest that our generated interactions were perceived to
have higher quality according to human perception.

4.5. Qualitative results

Figure 7 shows examples of results where we fix the demo
interaction and perform interaction analogy on different target
objects. We see that the method can transfer the anchor from
the same demo to different target shapes, adapting well to the
significant geometry difference, for example, from the demo
grasping a leg of the eyeglasses to a light bulb, mug and wine-
glass, and even to the scissors with totally different topology, as
shown in the last row.

Figure 7: Examples of results where we fix the demo interaction and perform
interaction analogy on different target objects.

Figure 8: Examples of results where we fix an target shape and transfer the
anchor object from different demo interactions.

Figure 8 shows the complementary scenario where we fix a
target shape and transfer the anchor object from different demo
interactions. We can see that different grasping poses can be
generated for the same object when guided by various demos.
All analogous grasping poses look pretty natural; see how dif-
ferent airplane model parts are grasped when following differ-
ent demos.

Other than deformable interaction analogy with hand grasp-
ing as a running example, our method can also work on rigid an-
chor objects for applications like object manipulation and scene
generation. Figure 9 shows some visual comparisons of RINA
results guided by either ITF or BPS [42]. We can see that anal-
ogous interactions guided by ITF are generally more similar to
the demo interactions than those guided by BPS, with a more
accurate spatial relationship between two interacting objects.
This shows that ITF leads to more accurate feature matching
than BPS by focusing more on the points directly related to the
interaction.
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Figure 9: Visual comparison of RINA results guided by either ITF or BPS.

DINARINADemo

Figure 10: Failure case: hand deformation results in an overall more similar
contact but introduces more penetration around the contact region for objects
with quite different local geometry.

5. Discussion, Limitation, and Future Work

We introduce DINA, deformable interaction analogy, and a
solution that is built on a descriptive interaction representation,
i.e., interaction interface (ITF), which consists of a set of points
on the anchor object identified by the computation of IBS. ITF
together with the distance feature can be used to guide both
global pose optimization and local deformation of the anchor
object to form an analogous interaction that better resembles
the demo interaction. Experiments show that this simple but in-
formative representation performs surprisingly well compared
to other options by replacing components with relevant state-
of-the-art methods.

Our current method has the following limitations on which
we plan to investigate in future works. First, we mainly ex-
perimented with DINA on hand grasping currently, which is
clearly a prominent application. While the hand is expected to
only perform the articulated motion, our ITF-driven optimiza-
tion makes no assumption or guarantee of piece-wise rigidity
on the anchor objects. In the future, it would be interesting to
experiment with anchor objects that exhibit general soft-body
deformations. Second, object intersections may still occur even
with the penetration loss, especially when the demo has a large
contact region while the target has a pretty different geometry
around the contact region, as the failure example shown in Fig-
ure 10. A future improvement is to explore ways to find a better
balance in this case. Further, our work focuses on interaction
analogy with a single demonstration, and we found that differ-
ent target objects may favor various demonstrations to form a
better interaction. In this aspect, if multiple demonstrations are
available, how to select the best one or even combine all of them
to provide the optimal guidance for interaction analogy is worth
exploring.
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